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Sometimes,
it is not about the destination,

but about the journey.





Abstract

This thesis describes the measurement of the inclusive three-jet cross section
in proton-antiproton collisions at

√
s = 1.96 TeV measured at the DØ exper-

iment at the Fermilab Tevatron Collider in the Fermi National Accelerator
Laboratory, Batavia, Illinois, USA. The cross section as a function of three-
jet invariant mass is provided in three regions of the third jet transverse
momentum and three regions of jet rapidities. It utilizes a data sample col-
lected in the so called Run IIa data taking period (2002–2006) corresponding
to the integrated luminosity of about 0.7 fb−1. The results are used to test
the next-to-leading order predictions of Quantum chromodynamics computed
using the latest parton distribution functions.
Keywords
Quantum chromodynamics, jets, jet algorithms

Abstrakt

Tato dizertace popisuje měřeńı účinného pr̊uřezu produkce tř́ı jet̊u na expe-
rimentu DØ ve Fermiho Národńı Laboratoři v Batavii, Illinois, USA. Účinný
pr̊uřez je změřen jako funkce invariantńı hmoty tř́ıjetového systému ve třech
intervalech rapidity a třech intervalech př́ıčné hybnosti třet́ıho jetu. Celko-
vá statistika dat nabraných v letech 2002–2006 odpov́ıdá 0.7 fb−1. Výsledek
je porovnán s výpočtem kvantové chromodynamiky v řádu NLO s použit́ım
nejnověǰśıch distribučńıch funkćı.
Kĺıčová slova
Kvantová chromodynamika, jety, jetové algoritmy
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Děkuji,
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1 Introduction

Particle physics tries to improve our understanding of the nature by studying
the basic properties of matter. What is the matter in the first place, what
does it consist of, how was it created, and what are the laws of physics that
describe it are the fundamental questions particle physics is trying to answer.

Our knowledge about the matter has significantly improved from ancient
theories of basic elements (water, fire, earth, wind) to the discovery of atoms
(John Dalton[1]). These atoms were later found to be complicated systems
of electrons and nucleons[2]. We managed to explore the structure of indi-
vidual nucleons discovering quarks and gluons[3]. Every such discovery can
be marked by a scale characterizing the size of the observed object. From the
scale of water drops (of a size ∼ 10−3 m) we get to characteristic lengths cur-
rently studied ∼ 10−18 m. This is still far away from fundamental scales we
can find in current physical theories (string theories, Planck scale ∼ 10−35 m).
As the length scale decreases, a simple law of quantum physics requires the
increase of energy so the observer is able to explore it. The progress is conse-
quently marked with the increasing scale in manpower and (of course) money
needed. Current accelerators and detectors, where this fundamental research
is done, cost significant amounts of money and require hundreds of physicists
and engineers to collaborate. New results are produced virtually every day.
Yesterday discoveries serve today for calibrations and will be backgrounds in
tomorrow’s searches.

1.1 Motivation for the Three-jet Cross Sec-

tion Measurement

Current knowledge of the particle physics is well described by the so called
Standard Model (SM). It describes the theory of electromagnetic, weak and
strong interactions among all known particles. While the success of this
theory is remarkable, we already know that it is not complete and new the-
ories improving it are being developed. This thesis is devoted to the study
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of one part of the Standard Model, namely the theory of strong interac-
tion, Quantum chromodynamics (QCD). QCD was born already more than
30 years ago, it describes the strong interaction among basic matter con-
stituents (quarks) in terms of exchanging strong force carriers (gluons). It
also attempts to describe why individual quarks and gluons cannot be ob-
served (the so called confinement) and predicts that in high energy collisions
only streams or sprays of highly collimated hadrons (bound states of quarks)
will be observed as a result of quark and gluon high energy scattering. These
sprays are called (hadronic) jets.

A significant fraction of inelastic collisions contains jets. Inclusive jet
cross section pp̄ → jet + X measures the probability of producing a jet of
some transverse momentum in some rapidity region of the detector. It is
the most widely compared quantity between various center of mass energies
(SPS@630 GeV → Tevatron@1.8 TeV → Tevatron@1.96 TeV), experiments
(CDF vs DØ at the Fermilab Tevatron Collider) and different jet algorithms
within an experiment (kT vs cone). The theoretical prediction is available at
the next-to-leading order and the measurement can serve to constrain parton
(quark or gluon) distribution functions (PDFs), especially of gluons at high
x (fraction of the proton longitudinal momentum carried by a parton) for
which the current experimental conditions provide better constraints over
previous hadron-hadron and lepton-hadron experiments (see Fig. 1.1).

The latest result from the DØ experiment[4] is shown in Fig. 1.2 in six
bins of jet rapidity y (y = 0.5 ln [(E + pz) / (E − pz)], where E is the jet
energy, pz is the jet momentum along the beam axis) with jet transverse
momentum reaching up to 600 GeV.

In the perturbative picture, in the lowest QCD order, two jets are ex-
pected in the collision (if they are within the geometrical acceptance of
the detector). Therefore, dijet invariant mass cross section ( dσ

dMjj
(pp̄ →

2 jets + X))[5] is another test of QCD predictions. With good dijet mass
resolution, it can be used for new particle searches (like new interaction
bosons (pp̄ → Z ′ → 2 jets). Dijet angular distribution (dσ

dχ
, χ = 1+cos θ∗

1−cos θ∗
with

θ∗ being the angle between the dijet system and the beam)[6] can also be
used to distinguish between QCD (which has almost Rutherford-like angu-
lar distribution) and new physics models. The difference between azimuthal
angles (∆φ)[7] of the two jets in a dijet system (expected to peak at ∆φ ∼ π
for back-to-back dijets at LO) can serve for testing NLO predictions without
actually measuring additional jets. It can also serve for tuning parton shower
Monte Carlo generators.

Three-jet final state is the next interesting step in the line. Using the
same picture, from the leading order dijet, additional hard jet (gluon) is ra-
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Figure 1.1: Gluon contribution to the inclusive jet cross section for central
jets.

diated and its properties can be investigated. The total production cross
section ( dσ

dM3jet
(pp̄ → 3 jets + X)) in three-jet mass M3jet presented in this

thesis investigates the global properties of the three-jet system. As such, the
total mass of the three-jet system in the TeV range represents the hardest
objects produced at the Tevatron (large fraction of the initial energy is trans-
ferred into the three-jet final state). The cross section calculations are also
available at NLO (combining 2 → 4 real and 2 → 3 + 1 loop contributions).
Comparing the rate of 3- to 2- jet events, the strong coupling constant αS

can potentially be determined. Additionally, the three-jet system needs to
be described by more variables than the dijet system (Sec. 6.2) all of which
can be also computed at NLO. Three-jet final state is the lowest final state
where energy distribution of partons inside jets can be studied. For example,
when two of the three jets are positively identified (“tagged”) as originating
from b-quarks, the third remaining jet should come from the gluon radiation
(neglecting possible higher order contribution from quarks).

Historically, the three-jet final state was first observed by the TASSO
collaboration at the PETRA e+e− accelerator in the late 1970s[8]. This ob-
servation was interpreted as the evidence for the gluon and for the Quantum
chromodynamics as the underlying theory of the strong interaction. Three-
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Figure 1.2: DØ inclusive jet cross section measurement in six bins of jet
rapidity. Taken from [4].

jet final properties were further investigated for example by the MARK-J,
JADE, TASSO[9] collaborations as well as the LEP e+e− collider experi-
ments [10]. They were able to rule out scalar gluon theory in favor of spin-1
gluon predicted by QCD as well as to measure a difference in fragmentation
between quarks and gluons.

At the hadron colliders, three-jet production was observed and studied by
the UA1[11] and UA2[12] collaborations (in the 1980s) at the Spp̄S Collider,
by the CMOR collaboration[13] at the ISR and later by the DØ[14] and
CDF[15] collaborations at the Tevatron accelerator during Run I (1990s).
The first measurements were only compared to the tree level prediction of
the QCD since the higher order predictions were not available at that time.
In the recent past, the next-to-leading order calculations became available
and tested with the Run I data[16]. Most of the measurements concentrated
on the topological distributions of the three-jet final state.

The measurement in this thesis naturally extends the previous measure-
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Figure 1.3: DØ inclusive jet cross section compared to next-to-leading order
QCD predictions. Taken from [4].

ments. The higher center of mass energy available now at the Tevatron ac-
celerator together with an order of magnitude higher luminosity offers a large
sample of three-jet events not limited by statistics. The phase space cuts used
in this analysis focus on high energy limits not available in the previous mea-
surements. The theoretical calculations are available at the next-to-leading
order with the latest knowledge of the proton structure functions.

1.2 Thesis Structure

This thesis is organized as follows: After this general introduction, Chapter 2
describes how the theoretical framework of QCD with quarks and gluons leads
to a definition of jets. It compiles the theory information from various text-
books and lectures. Then the jet algorithm description (Chapter 3) is given
as this is the connection between the theory and experiment. That chapter is
based on my experience as a jet algorithm maintainer at DØ (I was responsi-
ble for jet code development within the DØ and cafe software frameworks).
The only new information presented in this chapter is coming from my con-
tribution to the TeV4LHC Workshop[17] which was also published in [18].
The next chapter contains the description of the DØ experiment in Fermi
National Accelerator Laboratory (FNAL) in Batavia, Illinois, USA and is
mostly taken from [19] since I did not directly participate on hardware work
(except of serving 124 combined calorimeter and muon (CALMUO) shifts in
the DØ Control Room). Chapter 5 describes the effort of Jet Energy Scale
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Group (JES Group[20][21]) of which I was a member, to properly calibrate
jet energies in Run IIa data taking period. The project, which took more
than two years to complete, lead to the best achieved precision on jet en-
ergy scale determination at a hadron collider. The precision of 1–2% in most
of the kinematic region results in reduced experimental uncertainties of jet
measurements and will be challenging to be achieved at the LHC collider
for many years. The results are documented in hundreds of presentations at
internal meetings and in several DØ Notes[22], [23], [24] and on public web
pages[25], [26]. The final version is also intended to be published in Nuclear
Instruments and Methods. The final chapter of the thesis describes the mea-
surement of the three-jet cross section. It is based on my own work partially
using cited results of others.
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2 Quantum Chromodynamics

2.1 Standard Model Overview

The Standard Model (SM) of particle physics is a theory which describes all
particles that make up matter and the interaction among those particles. Out
of four known types of interactions it unites electromagnetic, weak and strong
interactions into a single theory. Gravitational interaction is not considered.
According to the Standard Model, all matter is formed by three generations
of particles (Table 2.1). The forces are mediated by gauge bosons as the force
carriers. The mass of particles is generated by the interaction with the Higgs
boson (currently yet to be confirmed).

Historically, the key points of the Standard Model, both theoretical and
experimental are

• Particle zoo - Long list of newly discovered particles which needed
some sort of organization (I. Rabi famous quote “Who ordered that?”).

• Local gauge invariance - The success of Quantum electrodynamics
and the extension towards non-abelian theories (Yang-Mills).

• Deep inelastic scattering - Scattering experiments at SLAC revealed
the substructure of protons.

The Standard Model is a quantum field theory with local gauge invariance
as one of the main principles. The gauge group is SU(3) × SU(2) × U(1). It
means that the Lagrangian of the theory is invariant under local symmetry
transformations of this group. Currently, all matter particles are divided into
three generations, all interactions are assigned mediating particles.

The key features of the Standard Model are

• Electroweak interaction - Unification of electromagnetic and weak
interactions.

• Higgs particle - Spontaneous symmetry breaking and mass generation
in the Standard Model.
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• QCD - Theory of strong interaction describing the structure and dy-
namics of hadrons.

1st generation 2nd generation 3rd generation

Quarks
u (up) c (charm) t (top)

d (down) s (strange) b (bottom)
Leptons e− (electron) µ− (muon) τ− (tau lepton)

Neutrinos νe νµ ντ

Forces
Electromagnetic Weak Strong

Force Carriers
γ (photon) W±, Z0 g (gluons)

Higgs boson H

Table 2.1: Standard Model particles.

The SM has a very successful history; except for the Higgs boson, all
other predicted particles were eventually discovered and the theory parame-
ters were tested to a great precision. However, it is not the ultimate theory
because of gravity which is not incorporated and because of many free param-
eters which values it can not explain. Also on more fundamental grounds it
can not explain the origin and the particle content of the universe, its matter-
antimatter asymmetry, the hierarchy problem (the huge difference between
strengths of electroweak and gravitational forces) and other related issues.

2.2 Quantum Chromodynamics

2.2.1 Non-abelian Gauge Theories

Quantum chromodynamics (QCD) describes the strong interaction between
quarks where gluons are the exchanged particles. It emerged from uniting at
first sight two completely different theories proposed in the 1960s. The addi-
tive quark model[27] proposed to explain the number of then known particles,
stated that each baryon consists of three quarks and each meson of quark-
antiquark pair. This, along with the underlying SU(3) symmetry, allowed
one to organize particles into multiplets with similar quantum numbers. To
explain why a baryon can contain three quarks (fermions) of the same fla-
vor which is forbidden by Pauli exclusion principle, a new quantum number
was proposed. The number, called “color” was assigned to each quark, but
the requirement was that observable particles must be color singlets. The
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second theory[3] was formulated to explain the results of deep inelastic scat-
tering experiments of electrons on protons made in SLAC laboratory. These
experiments suggested that protons consist of smaller constituents (named
partons) which in the high energy limit behave as free particles. Physicists
were looking for a theory which could comprise both phenomena that quarks
can behave as free particles in the high energy limit and at the same time
were not observed as free particles. Most people hardly believed that such
theory fulfilling this requirement existed, but Gross, Politzer and Wilczek[28]
laid out the foundations of Quantum chromodynamics by showing that this
can be satisfied within non-abelian gauge theories (while originally they tried
to prove the exact opposite).

QCD is built on analogy with Quantum electrodynamics (QED) with
SU(3) gauge group replacing the U(1) of QED. As SU(3) in a non-abelian
group, this introduces new concepts which are not seen in QED. Since SU(3)
has 8 generators, there are 8 different mediating fields called gluons. A new
quantum number is introduced for quarks called “color”. Because of the
non-abelian nature of the QCD gauge group, gluons also carry color and
can interact among each other directly (whereas photon in QED can interact
with other photon only via higher order effects).

Figure 2.1: QCD interaction vertices.

The QCD Lagrangian can be constructed using the following line of
thought. First, quarks are assumed to be fermions. Therefore, the (free)
Lagrangian of all quark flavors is simply

L0 =
∑

f

ψ̄f (γ
µ∂µ − mf )ψf , (2.1)

with ψf being the fermionic field of mass mf , γµ are Dirac matrices and
the sum can go over all considered flavors f . Then the interaction is added
following the same way as in QED. The requirement of not changing physics
using simple group transformation

ψ → ψ′ = Uψ (2.2)
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leads to an introduction of a field which interacts with the quark fields. Now
the crucial thing is that the transformation in Eq. 2.2 does not have to be
global (independent of space coordinates), but can be local (one can set
his/her own coordinate system at each place) as

ψ′ = U(x)ψ. (2.3)

To keep the equation of motion the same, one needs to add more terms in
the Lagrangian to satisfy the local gauge invariance. In the case of QCD and
the gauge group SU(3) this leads to

L = −1

4
F a

µνF
aµν +

∑

f

ψf ( /D − mf )ψf . (2.4)

The first part then describes the kinetic term of the gluon field. The field
strength tensor is

F a
µν = ∂µA

a
ν − ∂νA

a
µ + gfabcAb

µA
c
ν , (2.5)

where the last term is coming from the local gauge invariance requirement
(a = 1, . . . , 8, fabc are structure constants of SU(3) and g is the coupling
constant). This term is responsible for the gluon self-interaction (Fig. 2.1)
and thus for the different behavior between QCD and QED.

Dµ = ∂µ − igAa
µT

a, (2.6)

is the covariant derivative which replaces the standard derivative in the La-
grangian. T a are the generators of the SU(3) group and /D = γµDµ is the
standard notation.

The equations of motion can be derived from the Lagrangian, unfor-
tunately they are too difficult to be solved directly. Instead, approximate
methods of perturbation theory are used. In these methods, the complicated
system is approximated in terms of a simpler one. The solution for free La-
grangian can be computed and then the interaction piece is taken as a small
disturbance to the system. For each scattering vertex in Fig. 2.1 a Feynman
rule can be derived from the QCD Lagrangian. Then for an arbitrary order,
the scattering matrix element can be (in principle) constructed using the
rules.

In the lowest order, the corresponding Feynman diagrams do not contain
any loops. At higher orders, loops must be taken into account and their
contribution must be added. The integrals in these loops are performed over
all momenta of the particles in the loop, making the contribution infinite

10



as p → ∞. The treatment of these so-called ultra-violet (UV) divergences
involves a “regularization” procedure. For this procedure, either a simple
momentum cut-off or a more complicated dimensional regularization can be
used. In the end, the regularized divergences are absorbed into the redefined
coupling constants, vertices and fields. This is done in a specific renormaliza-
tion scheme (which can be arbitrary) and which introduces a renormalization
scale µr. The renormalized strong coupling constant as well as the coefficients
in the perturbative expansion of a cross section depend on the choice of renor-
malization scheme and scale. However, the requirement that the observable
quantities should be independent on the scale constrains the µ dependence
of the renormalized quantities. The renormalized strong coupling constant
satisfies

dαS(µ/Λ)

d ln(µ/Λ)
= β(αS(µ/Λ)). (2.7)

In order to get the scale µ a dimension of energy, an additional parameter Λ
has to be introduced with a dimension of energy as the αS is a dimensionless
quantity. The β function expanded in a series in powers of αS in the lowest
order for QCD gives

β(αS) =
−α2

S

2π

(

11

3
Nc −

4

3

Nf

2

)

. (2.8)

In the lowest order, one can easily solve the equation for αS(µ/Λ) to get

αS(µ/Λ) =
1

b ln(µ/Λ)
, (2.9)

where b corresponds to the numerical constants from Eq. 2.8. For a small
number of flavors Nf ≤ 16 (where SM has 3 generations = 6 flavors and
Nc = 3 colors), the strong coupling constant decreases with increasing µ and
vanishes for µ → ∞, or in other words, the particles behave as free (asymp-
totic freedom). On the other side, with very low energies (long distances)
and µ approaching Λ, the coupling blows to infinity which might suggest the
confinement phenomenon, but more accurately it tells that the perturbative
predictions become unreliable. The typical scale of non-perturbative effects
is of the order of 1 fm which corresponds to Λ ∼ 200 MeV.

Other infinities are infra-red (IR) and mass singularities coming from
configurations where two partons (quarks or gluons) become collinear or one
of the partons has a vanishing energy. These are situations when it becomes
impossible to distinguish such parton(s). The IR singularities will cancel if
all physically indistinguishable initial and final states are correctly taken into
account in the definition of the physics observables.
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Figure 2.2: Demonstration of the running coupling from several independent
measurements. Taken from [29].

The QCD splitting functions Pab(x) which describe the probability that
parton b emits parton a with a given fraction of the original parton mo-
mentum x can indeed have singularities in some parts of the phase space.
Leading order calculations are shown in Eqs. 2.10–2.13.

P (0)
qq (x) = P

(0)
q̄q̄ (x) =

4

3

[

1 + x2

1 − x

]

+

, (2.10)

P (0)
gq (x) = P

(0)
gq̄ (x) =

4

3

[

1 + (1 − x)2

x

]

, (2.11)

P (0)
qg (x) = P

(0)
q̄g (x) =

[

x2 + (1 − x)2

2

]

, (2.12)

P (0)
gg (x) = 6

(

[

x

1 − x

]

+

+
1 − x

x
+ x(1 − x) +

(33 − 2Nf

36
− 1

)

δ(1 − x)
)

,

(2.13)

with the +-distribution defined as

[f(x)]+ = lim
β→0

(

f(x)θ(1 − x − β) − δ(1 − x − β)

∫ 1−β

0

f(y)dy

)

(2.14)

From the splitting functions, it can be derived that the probability for a
quark to emit a very soft (E → 0) or collinear gluon is infinite,

dP ∝ αS
dθ

θ

dkT

kT

, (2.15)
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where θ is the opening angle between the scattered quark and radiated gluon
and kT is the relative transverse momentum between the two. One can
imagine that the quark is always surrounded by a cloud of gluons. It is
impossible to compute any cross section with infinite number of particles but
as well to observe these particles in a real detector. Instead one needs to
define an object (jet) which contains all quarks and gluons which are near
each other in some sense and physically indistinguishable and take only this
jet as an observable quantity.

2.2.2 Proton Structure

Now, the deep inelastic scattering (DIS) experiments at SLAC can be ex-
plained in the following way. At low energy the electron scatters on the
whole proton. As the incident energy increases, the electron is able to re-
solve the inner constituents of the proton. In the additive quark model, the
proton consists of 3 quarks (uud). The cross section for the electron-proton
scattering should contain a sum of the contributions of individual electron-
quark scattering, each weighted by the probability of finding a quark of given
flavor in the proton fi(x) (x being the fraction of the proton momentum car-
ried by the quark). The parton distribution functions (PDFs) fi(x) can be
actually measured in DIS experiments. Clearly, already the first DIS exper-
iments showed that the distribution functions are not delta functions which
would be the case of additive 3 quark model and QCD was able to offer an ex-
planation. From momentum sum rules, the total momentum of quarks didn’t
add up to the total momentum of the proton. This is a sign of gluons which
carry the remaining part. Second, it is the permanent interaction between
quarks and gluons which smears the delta function behavior. This is con-
trolled by the splitting functions and due to this, the distribution functions
also depend on a factorization scale. The factorization scale determines the
maximal virtuality of a parton which enters the scattering. Unfortunately,
the proton structure cannot be computed in pQCD, only its dependence on
the factorization scale M , which is governed by so called DGLAP (or evolu-
tion) equations (Eqs. 2.16–2.18), can be predicted.
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dqi(x,M)

d ln M
=

αS(M)

π

[
∫ 1

x

dy

y
Pqq

(

x

y

)

qi(y,M) +

∫ 1

x

dy

y
Pqg

(

x

y

)

g(y,M)

]

,

(2.16)

dq̄i(x,M)

d ln M
=

αS(M)

π

[
∫ 1

x

dy

y
Pqq

(

x

y

)

q̄i(y,M) +

∫ 1

x

dy

y
Pqg

(

x

y

)

g(y,M)

]

,

(2.17)

dg(x,M)

d ln M
=

αS(M)

π

[

nf
∑

i=1

∫ 1

x

dy

y
Pgq

(

x

y

)

(qi(y,M) + q̄i(y,M)) +

+

∫ 1

x

dy

y
Pgg

(

x

y

)

g(y,M)

]

. (2.18)

The structure functions have to be measured at some momentum scale in
an experiment and then evolved to other scales. Their important property
is the concept of universality which assumes that the structure functions
measured in one process can be applied in another one.

The electron in DIS scatters on the proton incoherently. The total cross
section is given by the sum of individual partonic cross sections weighted by
the probabilities to find those partons in a proton (structure functions). The
fact why the sum is incoherent (i.e no interference between two terms) comes
from the picture in hadron’s infinite momentum frame where the electron
has time to interact only with a single parton.

Finally, the concept can be extended to the hadron-hadron scattering and
the cross section for pp̄ → X is then written as

σ(pp̄ → X) =
∑

a,b

∫

x1,x2

dx1dx2fa/A(x1, µ
2
f )fb/B(x2, µ

2
f )σ(a + b → X,µ2

r, µ
2
f ),

(2.19)
where µf is the factorization scale and µr is the renormalization scale. The
cross section is computed as a sum of all relevant parton-parton interac-
tions, for which matrix elements can be computed in the perturbative theory,
weighted by the PDFs.

Finally, the scattered partons need to hadronize since only hadrons are
observed. There is no useful prescription given by the theory and only models
are used in simulations of scatterings.

After defining the jet algorithm, the cross section for n-jet production can
be computed if some general rules are satisfied (see Chapter 3 for details).
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Figure 2.3: Schematic diagram of the three jet production.

In this thesis, the inclusive 3 jet production is investigated. From Eq. 2.19:

σ(pp̄ → 3jets+X) =
∑

a,b

∫

x1,x2

dx1dx2fa/A(x1, µ
2)fb/B(x2, µ

2)σ(a+b → 3jets, µ2),

(2.20)
where for simplicity of notation the two different scales are shown as one (the
renormalization scale is in principle independent of the factorization scale,
but in the calculations in this thesis a single common scale will be used).

2.2.3 Leading Order Calculations

In the leading order, the partonic cross sections are generally quite simple.
Monte Carlo generators are used to randomly generate events according to
the cross section. Leading order (LO) generators can be separated into two
classes. The most common generators Pythia[30] and Herwig[31] are us-
ing LO matrix elements for 2 → 2 processes and the third jet is simulated
according to a phenomenological model implemented in a given generator
(so-called parton showering). The agreement with data can be poor unless
the phenomenological model is fine-tuned. The second class, for example
Alpgen[32] and Sherpa[33] are using full LO 2 → 3 matrix elements which
should improve the agreement by including additional Feynman diagrams.

At the DØ experiment, Pythia is the standard generator which is used
for modeling the scattering processes. It is available in large samples together
with detailed detector simulation (Geant[34]) which helps to study system-

15



atical effects on the three-jet cross section. Sherpa is used in the procedure
of unfolding the detector resolutions because the standard version of Pythia

does not provide an accurate description of the three-jet final state.

× ×
×

Figure 2.4: Schematic diagrams of the three jet production in leading order
Monte Carlo generators. Actual matrix elements contain all allowed combi-
nations of quarks and gluons in the diagram. Parton shower Monte Carlo is
using 2 → 2 matrix elements and additional jets are simulated with a show-
ering model (left). LO 2 → 3 generators include all allowed diagrams for 3
parton production (right).

2.2.4 Next-to-leading Order Computation

For some kind of processes (like two or three jet productions, vector bo-
son+jet, . . . ) the next-to-leading order matrix elements are known and
the cross section can be computed using specialized programs like NLO-

JET++[35]. In the schematic picture in Fig. 2.4 (right) all diagrams for
2 → 4 real production and diagrams 2 → 3 with 1 loop are included. The
crucial problem is the presence of divergences present both in the real and
virtual diagrams. For an infrared and collinear safe cross section these diver-
gences should exactly cancel; however the exact numerical cancellations can
be difficult to achieve.

σ = σLO + σNLO (2.21)

σNLO =

∫

dσNLO =

∫

m+1

dσreal +

∫

m

dσvirtual (2.22)

In general there are two approaches to the numerical calculations, namely
phase space slicing and subtraction methods. The phase space slicing is
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based on approximating the matrix elements and the phase space integration
measure in boundary regions of phase space so integration may be carried out
analytically[36]. In subtraction methods, a counter term is added to Eq. 2.22
such as

σNLO =

∫

dσNLO =

∫

m+1

[

dσreal − dσcounter
]

+

∫

m+1

dσcounter +

∫

m

dσvirtual,

(2.23)
which has the same singular behavior as the real part. Now the first integral
can be numerically integrated and the remaining step is to find a form of
σcounter that can be integrated over 1 parton subspace leading to poles which
cancel with those in σvirtual and the consequent integral can be integrated
over the m parton space.

The next-to-leading order calculations in this thesis are provided using
NLOJET++ program which uses a modified subtraction method of [37].
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3 Jets and Jet Algorithms

One of the important discoveries of high energy physics in the late sixties and
early seventies was the confirmation of production of jets[39]. The forma-
tion of jets from the theoretical point of view was explained in the previous
chapter. This chapter provides a description of the so-called jet algorithms.
Their purpose is to quantify topological features of hadronic energy flow in
scattering processes. Jet algorithm is a tool which enables confrontation of
experimental results (jets found in the detector) with theoretical predictions
(jets in the theory of partons).

Parton level Particle level

π

K

Detector level

p

p

Time

Figure 3.1: Evolution of the hadron-hadron scattering process showing dif-
ferent levels of jet definition.

The perturbative calculation of the hadron-hadron cross section has been
described in the previous chapter. After the parton-parton interaction and
after hadronization, the products of the collisions are detected in the exper-
imental devices (Fig. 3.1 for a schematic view). According to the cartoon,
three different jet levels can be defined; parton, particle (or hadron) and
detector level jets. It also shows that only a consistent definition of a jet al-
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gorithm on all of these levels makes sense in order to compare the calculations
to the real data.

At the DØ experiment, the data and predictions are compared at the
particle level. Parton calculations are corrected using a simulation of the
hadronization to the particle level, while the detector effects are corrected
from the detector jets back to the particle level. In this case, the results
can be used in the future since all the detector effects which depend on
the DØ settings are removed and detector effects are not mixed with theory
model dependent parts.

3.1 Jet Algorithms

From an experimental point of view, inelastic high energy particle collisions
lead to a high multiplicity of particles measured in the detector apparatus. In
some of the events jets can be identified easily by looking at the energy depo-
sitions in the detector. On the other hand, the signal (jet with high transverse
momentum with respect to the original beam axis) is usually buried in the
detector noise and such visual detection becomes ambiguous (Fig. 3.2). With
the large statistics of events produced by modern colliders, it is virtually im-
possible to scan every event visually and search for jets. For jet finding, a
tool must be implemented which can find jets as efficiently as possible (given
the constraints like time, noise present in the data, reconstruction efficiencies
and others).

An excellent review of the general requirements on jet algorithms is given
in [40]. It summarizes the improvements on the jet understanding up to
the start of Run II of the Tevatron and served as a guideline for Run II jet
algorithm implementations.

In the following subsections, the general properties which should be ful-
filled by a good jet algorithm and then the description of two main classes
of algorithms currently used at hadron colliders will be given with details
particularly important to the DØ experiment (midpoint cone algorithm and
its energy calibration).

3.1.1 General Algorithm Properties

Generally, it must be possible to run the same jet algorithm on both the
theoretical predictions and experimental results. So the definition must be
clear, fully specified and should not introduce additional procedures on either
theoretical or experimental side.
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Figure 3.2: Example of two event displays from the DØ experiment. Clean
high pT dijet event on the left and typical muon triggered event on the right.

3.1.1.1 Experimental Properties

From the experimental point of view, the properties of a good jet algorithm
can be easily summarized. The details of the algorithm should be clearly as
much as possible independent of the structure of the detector. The algorithm
must be as time and CPU efficient as possible and it must allow an easy and
straightforward energy scale calibration.

3.1.1.2 Theoretical Properties

From the theoretical point of view, the most important property of the jet
algorithm is the infrared and collinear safety. The QCD theory calculation
diverges if either of the partons has a vanishing energy or any two partons are
collinear. An algorithm is not infrared safe when the jet multiplicity can be
changed by adding a soft parton somewhere in the event. In the same way,
an algorithm is not collinear safe if the jet multiplicity changes by splitting
one parton into two collinear ones.

Additionally, boost invariance is another requirement. In hadron colli-
sions when only two partons from either hadron collide, the center of mass
system of the two partons is generally boosted in the beam direction (ne-
glecting a small intrinsic transverse momentum of partons within hadrons).
Therefore, variables used in the jet definition should be boost invariant as
jets are defined in the laboratory frame.
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3.1.1.3 Algorithm Steps

Each algorithm consists at least of two important steps.

1. Clustering: In this step the description how the particles are clustered
into a jet is given.

2. Physical quantities determination: This step describes how the physical
properties (e.g., energy and momentum) are computed.

Additional steps can be added to the prescription. For example, the
preclustering step might need to be added in order to significantly reduce
the total amount of particles entering the algorithm. The preclustering must
not compromise the general requirement on the algorithm (IR safety, . . . ).
In the case when jets found by the clustering overlap, additional procedures
(e.g splitting and merging) must be given.

3.2 kT Algorithm

kT algorithms are generally advanced over the cone algorithms. However,
historically they were used mostly in e+e− collisions with only a few quite
recent results from hadron colliders (for example [41], [42]). By definition
(see below) they do not suffer from collinear or infra red instabilities. Also,
by construction, kT jets do not overlap so the additional splitting/merging
step is not needed.

The disadvantages of the kT algorithm are computer intensity, unknown
behavior with respect to the soft underlying part of the interaction and the
energy calibration issues. The usual implementations of the kT algorithm
usually behave as N3 with N being the number of particles entering the al-
gorithm. This has been proved very time consuming with O(10000) towers in
modern calorimeters, so heavy preclustering must be used (faster implemen-
tations are recently being studied). There was a common fear that kT jets
will function as a “vacuum cleaner” and suck inside parts of the underlying
event (low pT particles) and that this effect will be difficult to calibrate for
in the jet energy scale correction.

Several implementations of kT algorithm do exist. The brief description
given here (and used by DØ reconstruction program) follows the Ellis &
Soper type[43].

The algorithm starts with the list of particles (calorimeter towers, parti-
cles or partons). The algorithm recursively groups pairs of items from the
list to form the jets. The idea is that items with nearly parallel momenta
(small relative transverse momenta) should be joined to form a jet.
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For each particle, define
di = p2

T,i (3.1)

and for each pair of particles define

dij = min(p2
T,i, p

2
T,j)

(yi − yj)
2 + (φi − φj)

2

D2
. (3.2)

Then find the smallest value of all di and dij (dmin). If dmin is a dij, merge
items i and j into a new item pnew = (Enew,pnew) using the E-scheme

Enew = Ei + Ej, (3.3)

pnew = pi + pj. (3.4)

If dmin is a di, remove the corresponding item from the input list and add
it to the list of final jets. Repeat until there are not any remaining items
in the input list. D parameter controls the size of the jet, its typical values
range from 0.4 to 1.

3.3 Cone Algorithm

Although the kT algorithm is theoretically more favored the main jet algo-
rithm used at DØ is a cone algorithm. The algorithm evolved from the orig-
inal idea by Sterman and Weinberg[44]. The underlying idea is that when a
parton showers, large angle emissions are suppressed and most of the shower
stays within a cone around the original parton. The main parameter of the
algorithm is the cone radius (or the cone opening angle) which determines
which partons will be clustered in a single jet (cone). Many experiments in
the 1980s used their own jet algorithm, so a common definition known as the
Snowmass Accord was proposed before the start of Run I of the Tevatron.
In the end, both CDF and DØ decided to use their own implementation and
their algorithms were different. It was found that the Snowmass-type algo-
rithms are not infrared safe and a midpoint solution was recommended[40].

3.3.1 DØ Run II Cone Algorithm Implementation

DØ implements the midpoint-type cone algorithm as described in [45]. From
calorimeter cells, pseudoprojective towers are formed by adding the four-
momenta of the calorimeter cells. Each cell is assumed to be massless and its
momentum vector is defined by the direction between the primary vertex of
the interaction and the center of the cell. Cells are only used if their signal is
larger than 2.5 width of their pedestal values (width of the electronic noise,
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2.5σ). Cells can be also removed if their signal is less than 4σ and no neighbor
cell has a signal above 4σ. The momentum of each cell is defined with
respect to the primary vertex found by the tracking system. Therefore tower
consisting of at least two cells with non-collinear momenta will acquire mass
in this procedure. Then calorimeter towers with pT ≥ 500 MeV are used as
seeds to form preclusters by a simple cone algorithm. Simple cone algorithm
only adds all towers with pT > 1 MeV lying within Rcone = 0.3 of the center.
All towers added to a precluster are removed from the list. Therefore two
preclusters cannot overlap and will not share any towers. Preclusters with
pT < 1 GeV are removed from the list. Remaining preclusters serve as seeds
for the main algorithm. The overall goal of preclustering is to reduce the
number of starting seeds because of computing complexity.

Next, a cone of radius Rcone is formed around each precluster. The value
of the cone radius is a compromise between the corrections for hadroniza-
tion and underlying event. Generally, the underlying event correction in-
creases with the cone area while the hadronization correction decreases. At
DØ experiment the values of Rcone = 0.5 and 0.7 are used. The smaller val-
ues are used for example in reconstruction of top quark decays where more
resolved jets are preferred. The QCD-oriented measurements prefer larger
value (0.7) to minimize the theoretical uncertainty of hadronization while
the underlying event energy is not that important for very high pT jets. The
new jet candidate center is computed using the E-scheme

pjet = (Ejet,pjet) =
∑

i

(Ei,pi) , (3.5)

yjet =
1

2
ln

(

Ejet + pzjet

Ejet − pzjet

)

, (3.6)

φjet = tan−1

(

pyjet

pxjet

)

, (3.7)

pT jet =
√

p2
xjet + p2

yjet, (3.8)

where the sums are over all towers in the cone. When the new axis does
not coincide with the original one, the procedure is reiterated with the new
axis as the starting one, until a stable solution is found. Stable solutions
are called protojets. The sensitivity to soft radiation is reduced by adding
midpoints between pairs of protojets and repeating the iterative procedure
for these midpoints. The difference between the original recommendation
and the actual implementation is that midpoint are added only between
protojets and not between seeds. They are only placed between pairs of
protojets ignoring higher orders (triplets, etc . . . ) and only if the distance
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between the two protojets ∆R satisfies

Rcone < ∆R < 2Rcone. (3.9)

The final step of the algorithm involves treating overlapping protojets (i.e.
protojets which share at least one tower with at least one other protojet).
Given the pT ordered list of protojets, coming from the highest-pT jet which
shares a tower with other protojet, the two protojets can be either split or
merged depending how much energy they share. If the fraction shared is
more than 50% of the pT of the lower pT protojet, protojets are merged into
one. Otherwise, the shared towers are assigned to the closest protojet in the
∆R measure. Jet four-momenta are recomputed again, list of overlapping
protojets is reordered and the procedure is reiterated until there is no more
overlap. Finally, to get rid of physically unmeaningful jets, those with pT

below 6 GeV are discarded.

3.4 Recent Improvements in Jet Algorithms

Early in Run II it was shown by the CDF collaboration that midpoint type
algorithms have some unexpected features. The main concern is the so-called
“dark towers” problem where some high pT towers can remain unclustered
to any jet and potentially cause problems to correct jet energy measurement.
This has led CDF to modify their algorithm to include a “Search Cone”
feature where stable protojets are searched only with a smaller cone radius
(usually Rcone/2) and only after they are stable, the cone radius is extended
to the full size. The consequence is more stable protojets and in turn more
overlapping jets which need to be split or merged.

DØ studied the “dark towers” problem during a series of Tevatron for
LHC Workshops (TeV4LHC). This feature was quickly confirmed also for
the DØ implementation of the midpoint algorithm (see Fig. 3.3 or [17]).
DØ studied the unclustered towers using a second pass of the jet algorithm.
It means that after the first running of the jet algorithm, all towers clustered
into any jet are removed from the list of towers and then the full algorithm
is rerun on the remaining list. Relatively high pT jets were found using this
algorithm. Their properties were studied as a function of their pT and their
distance to the nearest first pass jet. It was shown that the effect of second
pass jets on the inclusive jet cross section is negligible for jets with transverse
momentum over 50 GeV (see Fig. 3.4).

The problem of dark towers comes when one identifies all stable cone
solutions. In the events with dark towers, some solutions are found not to be
stable and starting with a seed around unclustered towers, the cone always
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Figure 3.3: One of the Monte Carlo events supplied by the CDF experiment
where DØ jet algorithm also leaves some high pT towers unclustered. Blue
squares correspond to towers clustered into jets. Red and gray squares are
towers not clustered into any jet. Transverse momenta of red towers are
larger than 2 GeV.

drifts away and finds a stable solution nearby. Only when the towers of
this stable solution are removed, another stable cone can be found around
the original seeds (the idea of a second pass of the jet algorithm). The
solution to this problem is to avoid looking for stable solutions around seeds
and use a seedless jet algorithm. This kind of algorithm is looking for all
stable solutions and was already recommended before Run II in [40] but was
never implemented because of computing complexity. Recently a new version
was proposed, called Seedless Infrared Safe Cone algorithm (SISCone)[46]
and its properties are being studied towards its potential use in the LHC
experiments.

The kT algorithm has also been improved. A faster implementation is now
available where speed scales as N2logN instead of previous N3 implemented
in FastJet[47]. Another progress is the definition of the anti-kT algorithm.

The kT algorithm uses Eq. 3.2 as the distance measure

dij = min(p2
T,i, p

2
T,j)

(yi − yj)
2 + (φi − φj)

2

D2
. (3.10)

In the e+e− collisions, the so called Cambridge-Aachen algorithm was pro-
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Figure 3.4: The inclusive jet spectra of first and second pass jets using
DØ Monte Carlo simulation.

posed in [48] which clusters particles according to the distance between them:

dij =
(yi − yj)

2 + (φi − φj)
2

D2
. (3.11)

The Eqs. 3.4 and 3.4 can be generalized as

dij = min(p2p
T,i, p

2p
T,j)

(yi − yj)
2 + (φi − φj)

2

D2
, (3.12)

with a parameter p. The algorithm corresponding to p = −1 is called anti-
kT jet algorithm[49]. It combines the infrared and collinear safety features
of the kT algorithms with “preferred” regular shape of cone algorithms.

26



4 Experimental Setup

4.1 Accelerator Complex

The Fermilab accelerator complex consists of a chain of several accelerators
where the well known accelerator – the Tevatron – is only the last piece in the
chain (Fig. 4.1). In order to accelerate protons (and antiprotons) to almost
1 TeV, several machines have to be used due to technical limitations.

Figure 4.1: Schematic view of the accelerator complex.
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The acceleration starts with a Cockroft-Walton pre-accelerator. Inside,
the hydrogen gas is ionized to create negative ions (consisting of two electrons
and one proton) and these ions are accelerated to reach an energy of 750 keV.
The next step is a linear accelerator, Linac, where the ions energy reaches
400 MeV. Before the next step, the ions pass a carbon foil which strips the
ions of both electrons and leaves only protons. The protons then enter the
Booster where they are further accelerated to 8 GeV.

Afterwards, protons enter the Main Injector which serves several pur-
poses. The Main Injector accelerates the protons to 150 GeV which is the
starting energy for the final step, injection and acceleration in the Tevatron.
The Main Injector also produces 120 GeV protons, which are used for an-
tiproton production. It also receives the antiprotons from the Antiproton
source and accelerates them to 150 GeV. Inside the Main Injector tunnel,
the Antiproton Recycler is also located.

Antiprotons are produced in collisions of 120 GeV protons with a nickel
target. The production efficiency is about twenty antiprotons out of 106

proton-target collisions. The antiprotons are picked up from produced par-
ticles by a magnet which selects only particles with the right charge and
mass.

The last step in the chain is the Tevatron collider. It is a superconducting
synchrotron accelerating protons and antiprotons from 150 GeV to 980 GeV.
The period of acceleration lasts for about 40 seconds during which the beams
circulate the accelerator about more than a million times. In each revolution,
during passing the RF cavity, the beam increases its energy by a few hundred
keV. Protons and antiprotons are kept at different trajectories but magnets
at two places allow both beams to collide. At these two places two 5000-ton
multipurpose detectors are located (CDF and DØ ).

4.2 DØ Detector

The DØ detector is one of the two detectors operated on the Tevatron accel-
erator. Most of the detector details presented in the following sections are
taken from the detector description published in [19].

The layout of the detector is similar to usual collider experiments. It
has a central tracking detector for the reconstruction of tracks of charged
particles and primary and secondary vertices. The tracker which is located
in 2 T solenoidal magnetic field is followed by a liquid argon calorimeter where
most particles deposit their energies. Muons are able to penetrate the whole
calorimeter. Therefore, the outer layer of the detector is formed by three
layers of muon systems. Neutrinos do not interact in the whole detector,
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so their presence is determined indirectly by the asymmetry in the energy
deposited in the calorimeter (by requiring the momentum conservation in the
transverse plane). DØ detector uses right handed coordinate system with the
+z−axis defined by the proton direction and +y axis pointing upwards.

Calorimeter

Shielding

Toroid

Muon Chambers

Muon Scintillators
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–10 –5 0 5 10

–5

0

5

Figure 4.2: Schematic cross section of the DØ detector.

4.2.1 Tracking Detector

The tracking system is important to reconstruct the tracks of charged parti-
cles produced in the proton-antiproton interactions. It allows reconstruction
of the primary vertex of the collision and also secondary vertices of decaying
particles. For any jet measurement, correct primary vertex localization is
crucial for the proper energy and momentum determination of jets.

The tracking system consists of two independent systems. The Silicon
Microstrip Tracker (SMT) and Central Fiber Tracker (CFT). The SMT con-
sists of 6 barrels, 12 F-disks and 4 H-disks of single or double sided silicon
detectors.

The CFT detector consists of scintillating fibers mounted on 8 concentric
cylinders. In total it has about 200 km of scintillating and 800 km clear fiber.
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Figure 4.3: Isometric view of the silicon tracking detector.

Working together, both detectors contain more than 850000 channels
(SMT 792576, CFT 76800) and are able to locate the primary interaction
vertex with a resolution of about 35µm along the beamline. As the tracking
system is located in a magnetic field, the momenta of particles can be mea-
sured and thus the electromagnetic calorimeter can be calibrated using the
E/p ratio of electrons.

4.2.2 Calorimeter

The calorimeter is the essential subdetector for jet measurements. It is
placed so that most particles are stopped and deposit their energies inside
it. DØ has a sampling calorimeter which uses liquid argon (LAr) as the ion-
ization medium. The primary absorber material is depleted uranium, with
copper and stainless steel used in the outer regions. The whole calorimeter
is placed in three individual cryostats – the central cryostat with coverage
of pseudorapidities up to ∼ 1.0 and two endcaps which extend the whole
calorimeter coverage up to ∼ 4.0. The area between the central cryostat and
the endcaps is instrumented with additional inter-cryostat detector to reduce
potential dead space.

Calorimeter cryostats are divided into individual modules. Each module
consists of a stack of interleaved absorber plates and signal boards. The ab-
sorber plates are separated from the signal boards by the LAr gap (Fig. 4.4).
The absorber plates are grounded, while a positive voltage is applied to the
resistive coating of the signal boards. Charged particles crossing the gap
create a trail of ionization and liberated electrons are collected on the signal
board and induce a mirror signal on the copper pad via capacitive coupling.

In order to correctly localize the showers, the modules are divided into
smaller units called cells. Radially, the cells form layers in the calorimeter
structure. The calorimeter is segmented into inner electromagnetic (EM)
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Figure 4.4: Schematic view of an individual calorimeter unit.

layers with depth of about 20 radiation lengths followed by hadronic (HAD)
layers of depth of about 7 nuclear interaction lengths which is deep enough
to contain about 98% of all the collision energy. The area covered by each
cell is roughly 0.1 × 0.1 in η × φ space. The exception to this segmentation
is the third electromagnetic layer where the segmentation is 0.05 × 0.05 to
better sample the maximum of energy deposition by electrons; and also cells
located very forward (high η = − ln tan(θ/2)), where the size is 0.2 in φ and
also the η size varies. Cells are positioned in such a way that out of several
cells in different layers a pseudoprojective calorimeter tower (i.e. with axis
pointing roughly to the center of the detector) can be formed (Fig. 4.5).

4.2.3 Muon System

Particles which deposit only small or almost no energy in the calorimeter are
muons and neutrinos. As neutrinos interact only very weakly, their presence
is detected only by the energy imbalance seen in the calorimeter. As the
initial proton and antiproton do not carry any transverse momentum with
respect to the beam, the sum of the final state product transverse momenta
must be zero too. Any imbalance is a sign of one (or more) neutrinos in that
event. For the detection of muons, a specific detector is situated outside the
calorimeter. Where possible by geometrical restrictions, the muon system
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Figure 4.5: The 1/4 side view of the calorimeter showing the pseudoprojective
towers.

consists of three layers of detectors within a toroidal magnetic field which
allows muon momentum measurement.

For jet measurements, it is important to veto events coming from occa-
sional high energetic cosmic muons passing through the detector which might
mimic a fake high energy signal in the calorimeter. These events are not be
balanced in the transverse plane, so they can be removed by a cut on missing
transverse energy of the event.

4.2.4 Trigger System

The Tevatron operates with 36 bunches of protons and 36 bunches of an-
tiprotons. The time separation between bunches is 396 ns and the frequency
of collisions is about 1.7 MHz. It is not possible to record every single col-
lision so a special trigger framework must be used to select only the most
interesting collisions.

DØ uses a 3-level trigger system. On each level of the trigger system the
number of selected events is significantly reduced while the complexity of
the decision algorithms improves. The first level is a hardware-based trigger.
It reduces the rate of interesting events to about 10 kHz. Second level is a
specific programmable electronics with the rate reduced to 1 kHz. The third
level is then a computer farm which selects the events to be saved on tapes
with frequency about 50 event per second.
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Each individual trigger can be prescaled (separately at each trigger level)
by a prescale factor N , so only each N -th event satisfying the trigger condi-
tion is kept and therefore the prescale can directly limit the number of saved
events.

4.2.5 Luminosity Measurement

In order to measure any cross section in proper units, the luminosity must
be determined in order to normalize the data sample.

σ =
Nevt

L (4.1)

The luminosity can be computed also with known structure of the beams[53]
generally as

L = f
N1N2

πσxσy
(4.2)

where f is the frequency with which two bunches with N1 and N2 parti-
cles collide and σx and σy are transverse beam profiles. However the exact
beam parameters are not precisely known at DØ . In order to determine the
luminosity, DØ measures the rate of a process with a known cross section
(from Eq. 4.1: L = Nσ). Dedicated subdetector (the luminosity monitor
system), consisting of two arrays of 24 plastic scintillators located on both
sides at 140 centimeters from the center of the detector, is used to measure
the rate of inelastic proton collisions. The total inelastic scattering cross sec-
tion σpp̄

inelastic(1.96 TeV) = 60.7 ± 2.4 mb is corrected for detector acceptance
and efficiency. The rate of inelastic collisions is measured by the coincidence
of signals from both sides of the luminosity monitor system.

The total integrated luminosity collected during the Run IIa data taking
period is 1315 ± 80 pb−1, the corresponding uncertainty is 6.1%[54]. Part of
this sample is used for the three-jet cross section measurement.

4.2.6 Run IIb Upgrade

Particular detector details in this thesis correspond to the configuration for
Run IIa, because this was the period when the data used in this thesis were
collected. The Run IIb upgrade installed a new layer of silicon detectors
(Layer 0) which improved the tracking capability of the experiment. Other
significant improvements involved upgraded trigger framework to deal with
the increased luminosity anticipated during Run IIb. The computing farm
was also upgraded resulting into a larger rate of writing data to tapes of
about 100 Hz.
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4.3 From the Detector to an Analysis

After the trigger decision is made, the whole detector is read-out and the raw
data is stored on tapes using SAM (Sequential Access through Metadata).
Computer-intensive reconstruction program d0reco is run on a dedicated
computer farm in order to reconstruct detector objects (hits in the detec-
tors, tracks, reconstruction algorithms for calorimeter clusters – electrons,
jets, photons, muon reconstruction algorithms, etc.). Two output formats
can be created. DST (Data Summary Tape) is about ∼ 150 kB/event in size
and is no longer centrally produced. The TMB (Thumbnail) format con-
tains most of the interesting information and its size is only ∼ 10 kB/event.
TMBs are also produced centrally by the Common Samples (CS) group. The
data is divided into independent streams (called skims) which are available
to the physics groups. Skims are generally divided according to triggered
objects (but more conditions like cuts on energies, etc. are possible) lead-
ing for example to single lepton, dilepton skims, or QCD skim. The QCD
skim contains all events which fired at least one of jet triggers. In order to
streamline the physics analyses, a new framework cafe (common analysis
format environment) was introduced. TMBAnalyze program is run on TMBs
to produce CAF (Common Analysis Format) trees (based on the TTree class
from ROOT[55], an object-oriented data analysis framework). This format
is intended to store only physics objects (electrons, muons, jets, . . . ) and
I/O operations are improved to allow processing large numbers of events in
a single computer job. A set of general tools like event selection, efficiencies
and corrections are available for all analyzers through the cafe framework.

The analysis described later in this thesis uses data collected during the
Run IIa data taking period. The raw data was reconstructed using p17
releases of d0reco (p17.09.03 and p17.09.03). The CAF trees were produced
using p18.05.00 release of TMBAnalyze. QCD data skim is used as it contains
all jet events recorded by the DØ detector.
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5 Jet Energy Scale
Calibration

The goal of the jet energy scale calibration is to correct, on average, the jet
energy measured in the detector Ecal

jet to the energy of the final state jet on

the particle level Eptcl
jet . The master formula reads

Eptcl
jet =

Ecal
jet − O

R · S · kbias , (5.1)

where O is the offset energy correction which subtracts additional energy not
associated with the original proton-antiproton collision (detector noise, pile-
up from previous interactions and from multiple interactions within the same
bunch crossing in the accelerator). Response R of the calorimeter to leptons
and hadrons is usually the largest correction due to the hadronic character of
the shower. It is measured using selected data samples. Showering S corrects
for particle showering outside the jet cone and for energy which leaked into
the jet cone from other showers. kbias corrects additional biases introduced
by methods used for estimating O, R and S, such as the physics sample
dependence and zero suppression[61] effects of the calorimeter. All correc-
tions are extensively studied for systematic effects and are parameterized in
number of additional parameters (primary vertex multiplicity, instantaneous
luminosity, detector coordinates and others).

5.1 Offset

The total energy read out by the detector as a result of hard particle scatter-
ing can be divided into two parts, soft and hard depending on a (in principle
arbitrary) hard scale (e.g. transverse momentum of reconstructed objects
with respect to the beam axis).

Etotal = Esoft + Ehard. (5.2)
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The hard component Ehard is always accompanied with a soft part Esoft which
has to be subtracted. Several components of the soft energy Esoft can be
identified. It contains contributions from soft underlying event (proton rem-
nants, EUE), detector noise (either from electronics or from uranium decay)
or pile-up (signal not completely readout from the detector coming from the
previous bunch crossings) ENP and energy associated with additional inelas-
tic collisions within the same bunch crossing (due to the higher luminosity,
the average number of inelastic collisions is larger than one) EMI.

Esoft = EUE + ENP + EMI (5.3)

Offset energy includes contributions from noise in the calorimeter, pile-up
from previous interactions and energy coming from additional (multiple) pp̄
interactions in the same bunch crossing. Soft underlying event is considered
to be part of the hard process and its energy is not subtracted in the offset
since it could be model dependent and the soft underlying event modeling is
not well understood.

O = ENP + EMI (5.4)

Noise and pile-up energy (ENP) are estimated using a zero bias trigger. This
trigger has no requirement on the detector and triggers only at a time of
bunch crossings. With the rate limited by a prescale to about 0.5 Hz, it
represents an average energy flow no matter if an inelastic collision occurred
or not. In order to eliminate the effects of a possible inelastic collision, a veto
on luminosity counter (detectors which are situated at η ∼ 2.0 − 4.0) hits
(LMveto) as well as a veto on any primary vertex reconstructed is required
(0 vtx). The average energy is measured for ηdet strips in the calorimeter
in bins of instantaneous luminosity (because the amount of pile-up generally
depends on luminosity)

ENP = EZB(0 vtx, LMveto). (5.5)

Each inelastic interaction deposits one unit of underlying energy EUE. The
energy is measured using a minimum bias trigger. The only requirement on
this trigger is hits coincidence between the north and south luminosity coun-
ters. To limit contributions from additional collisions, events are required to
have exactly one primary vertex. The underlying event energy is then the
average energy in such event minus the contribution of noise and pile up

EUE = EMB(1 vtx) − ENP. (5.6)

The energy of additional interactions is parameterized in the number of re-
constructed primary vertices in the minimum bias events

EMI(n) = EMB(n + 1 vtx) − EMB(1 vtx). (5.7)
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Both EUE and EMI are again measured in bins of instantaneous luminosity
(ENP = ENP(L), EUE = EUE(L), EMI = EMI(L)). The average offset energy
is then parameterized in the number of primary vertices and the instanta-
neous luminosity. The offset is computed by summing the average offset
energy in the jet cone and is therefore a function of the jet ηdet and cone size
(Rcone). Individual shapes of the jets are not taken into account.

The offset energy is measured using large zero bias and minimum bias
samples which leads to very small statistical uncertainties. Due to the pa-
rameterization in number of primary vertices and instantaneous luminosity,
the potential systematic effects are also limited. The time dependence of the
offset energy is checked and a conservative 5% systematic error is assigned.
Potentially large systematical effects due to zero suppression in the calorime-
ter, which can be different in minimum bias and jet events, is treated in the
kbias correction.
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Figure 5.1: An average energy in minimum bias events as a function of
primary vertex multiplicity for different iη strips (left) and average energy
density as a function of iη for different primary vertex multiplicities (right).

5.2 Response

The response of the calorimeter to particles is generally smaller than one
– the energy measured by the detector is somewhat lower due to various
detector effects. The Missing ET Projection Fraction (MPF) method can
be used to measure the relative response of two objects in the detector. At
the particle level (before the detector), the transverse momenta of one (tag)
object pT tag and the second (recoil) pT recoil are balanced

~pT tag + ~pT recoil = 0 (5.8)
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Figure 5.2: Estimated jet offset energy for jets with Rcone = 0.7.

The measured pT will be affected by the response ~pT
meas = R ~pT and the tag

and recoil transverse momenta will not be balanced due to detector effects
(resulting in a non-zero missing transverse energy /ET ). This leads to the
modification of Eq. 5.8 to

~pT
meas
tag + ~pT

meas
recoil = −/ET , (5.9)

from which the following expression can be derived

Rrecoil

Rtag

= 1 +
~/ET · ~nT tag

pT
meas
tag

(5.10)

and the relative response of tag and recoil objects can be determined. If the
absolute response for the tag object is known, the absolute response of the
recoil can be then also determined.

The DØ experiment uses the following method to determine the jet re-
sponse. First, the electromagnetic part of the calorimeter (inner layers) is
calibrated using Z → e+e− events. The response to electrons and photons
is almost the same. The difference (due to amount of material in front of
the calorimeter which can lead to photon conversion) was determined using a
Monte Carlo study and is taken into account. Then the response to hadrons
is estimated using a sample of γ +jet events. The experiment collected a rel-
atively large sample of clean events with a photon and jet reconstructed. In
these events, the calibrated photon serves as a tag object. Additional criteria

38



run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_E

C
N

_1
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_E

C
N

_3
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_E

C
N

_5
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_I

C
N

_1
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_I

C
N

_3
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_I

C
N

_5
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_C

C
_1

_P
V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_C

C
_3

_P
V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×
R

el
at

iv
e_

d
if

fe
re

n
ce

_C
C

_5
_P

V
-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_I

C
S

_1
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_I

C
S

_3
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_I

C
S

_5
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_E

C
S

_1
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_E

C
S

_3
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

run#
160 170 180 190 200 210 220

310×

R
el

at
iv

e_
d

if
fe

re
n

ce
_E

C
S

_5
_P

V

-0.4

-0.3

-0.2

-0.1

-0.0

0.1

0.2

0.3

0.4

Figure 5.3: Time dependence of the average energy measured in 5 regions
of the calorimeter. Calorimeter regions (rows) correspond to the following
values of iη: ECN (−37 ≤ iη < −16), ICN (−16 ≤ iη < −8), CC (−8 ≤ iη ≤
8), ICS (8 < iη ≤ 16) and ECS (16 < iη ≤ 37). Three columns correspond to
primary vertex multiplicities of 1, 3 and 5. The horizontal axis corresponds
to run number, showing that only later runs had luminosity high enough to
produce higher number of multiple interactions. Color horizontal bars show
the average calorimeter energies over different run periods.
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on the event selection enable to use the jet as the recoil object. Exactly one
primary vertex in the interaction is required, the photon candidate has to
satisfy certain identification criteria and must be in the central calorimeter
(|yγ

det| < 1.0, due to the coverage of electromagnetic calorimeter). In real-
ity, the recoil can be a more complex object than a single jet. For the jet
response, exactly one reconstructed jet is required in the central part of the
calorimeter (|yjet

det| < 0.4) and photon and jet are required to be back-to-back
in the r−φ plane. The angle φ(γ, jet) is required to be larger than 3.0. (Note
that the detector coordinates ydet or ηdet are calculated with respect to the
geometrical center of the detector and not to the primary vertex as is the
case of physics y or η).

Poor jet energy resolution introduces a bias in the response determination.
To minimize the effect, an energy estimator E ′ is used instead of binning the
response in the poorly measured Ejet

E ′ = pT
meas
γ cosh(ηjet). (5.11)

The transverse momentum of the photon and jet angle are variables which
are measured more precisely than the jet energy. The energy dependence of
the response is well described by a quadratic logarithmic function:

R(E ′) = p0 + p1 log(E ′/E0) + p2 log2(E ′/E0), (5.12)

where E0 = 100GeV and pi are free parameters to be determined. It should
be noted that extrapolating this fit to higher energies would give a energy
scale uncertainty larger than 2%, so a special procedure was carried out for
Rcone = 0.7 jets. The single pion response was parameterized, rather than the
jet response directly. The parameters of single pion response were fitted by
comparing the Monte Carlo predictions of jet response with the data. This
procedure resulted in a 0.5% error on the high energy jet response and an
additional 0.8% systematics due to uncertainties in the Monte Carlo modeling
of jet fragmentation, which is still smaller than what the uncertainty would
be in case of direct extrapolation of the response.

In the next step, the response is calibrated in η with respect to the central
calorimeter (RCC).

R(η) = FηRCC. (5.13)

A mixture of γ + jet and dijet events is used to extend the measurement of
the response to forward parts of the calorimeter. The mixed sample improves
the statistical precision as well as extends the energy reach compared to what
the γ + jet sample can reach. In dijet events, the central (already calibrated
jet) is balanced by a second jet in the forward calorimeter, response of which
can be determined.
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The estimated response for the data and Monte Carlo simulation is shown
in Fig. 5.4 and fit parameters for Eq. 5.12 are shown in Table 5.1.
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Figure 5.4: The absolute MPF response for Rcone = 0.7 jets in MC (left) and
data (right) as a function of the energy estimator E ′ in the central part of
the calorimeter.

Type p0 p1 p2

MC 0.75336± 0.00068 0.05688± 0.00106 -0.00781± 0.00070
data 0.7294± 0.0015 0.0761± 0.0033 -0.0134± 0.0027

Table 5.1: Fitted parameters for the MPF response energy dependence for
Rcone = 0.7 jets.

The response suffers from the zero suppression effect in the calorimeter
in a similar way as offset. The bias is thus merged into a single correction
factor kbias = kO/kR and the two effects almost cancel. An example of this
cancellation is shown in Fig. 5.6.

5.3 Showering

Showering corrects for energy of particles entering and leaving the jet cone
due to the detector effects (like bending of particles in a magnetic field,
detector segmentation, etc.) and for energy flow in and out of the jet cone
due to shower development in the calorimeter.
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represent the measurements in the γ + jet (dijet) sample.

T
p’

50 100 150 200 250 300 350 400

T
p’

50 100 150 200 250 300 350 400

Z
S

R
 / 

k
Z

S
Ok

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05
/NDF = 0.912χ

| < 0.4
det

η |≤0.0 

PV average

 = 0.7coneR

T
p’

20 40 60 80 100 120 140

T
p’

20 40 60 80 100 120 140

Z
S

R
 / 

k
Z

S
Ok

0.95

0.96

0.97

0.98

0.99

1

1.01

1.02

1.03

1.04

1.05
/NDF = 3.552χ

| < 2.4
det

η |≤2.0 

PV average

 = 0.7coneR

Figure 5.6: Example of an approximate cancellation of the zero suppression
effects in offset and response determination in two different η bins.

The effect has been studied in Monte Carlo and compared to data. In fully
simulated events, the energy of each particle can be tracked and templates
characterizing the energy distribution around jets can be estimated. From
this average energy template, offset contribution can be subtracted and the
remaining profile is fitted to energy profiles from data in order to estimate
the showering correction.

An example of the energy profile in γ + jet Monte Carlo simulation is
shown in Fig. 5.7. Selected events are required to have a matched jet between
the particle and detector levels, so all particles energies corresponding to the
detector jet can be tracked. Two templates are measured, the jet template
corresponding to energies of particles from the jet and the not-jet template
for the remaining particles in the event. Particle jet energy deposited far
away from the detector jet center corresponds to low momentum particles
heavily bent in the magnetic field, while the bump of the energy not coming
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from the particle jet at ∆R & 3 corresponds to the photon energy.
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Figure 5.7: An example of the energy distribution as a function of radial
distance from the jet center in Monte Carlo simulation of γ +jet events. The
red histogram shows the energy deposited by particle jet, the blue histogram
the remaining energy in the event (the bump at ∆R corresponds to the
photon).

The true offset contribution is measured in the Monte Carlo using samples
with and without the zero bias data overlay. The combination of jet, not-jet
and offset templates is fitted to data, keeping the offset contribution fixed
while allowing the scale of jet and not-jet templates to vary:

Efit(r) = αEjet(r) + βEnot−jet(r) − Eoffset(r). (5.14)

The showering correction is defined as a ratio of the raw jet energy Eraw
jet to

the true jet energy estimated from the templates Etrue
jet

Stemplate =
Eraw

jet

Etrue
jet

, (5.15)

where the raw jet energy

Etrue
jet =

∫ r=Rcone

r=0

(Edet −Eoffset)dr =

∫ r=Rcone

r=0

(αEjet +βEnot−jet)dr (5.16)

and the true jet energy

Etrue
jet =

∫ r=inf

r=0

αEjetdr. (5.17)

The showering correction is presented in Fig. 5.8.
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Figure 5.8: The showering correction for Rcone = 0.7 jets in data in different
ηdet

jet bins.

5.4 Jet Energy Scale Uncertainty and Clo-

sure Tests

Closure tests are designed to show the validity of the jet energy scale cor-
rection within the assigned uncertainty. In Monte Carlo, where particle level
jet energy is available, the direct closure variable

D =
〈Ecorr

jet 〉
〈Eptcl

jet 〉
, (5.18)

relates the calibrated reconstructed jet energy to the particle jet level and
the level of agreement is shown in Fig. 5.9.

Since the particle level jet energy is not available in data, the closure test
in data lies in the relative comparison between corrected jets in data and
in Monte Carlo in a γ + jet sample. The relative closure together with the
uncertainty is shown in Fig. 5.10.
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Figure 5.9: Direct closure test in Monte Carlo simulation for Rcone = 0.7 jets
in different ηdet

jet bins with dashed lines representing the total jet energy scale
correction uncertainty.
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Figure 5.10: Relative data-to-MC closure test for Rcone = 0.7 jets in different
ηdet

jet bins. The dashed line represents the total jet energy scale uncertainty.
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5.5 Dijet Jet Energy Scale

The correction factors and the unprecedented uncertainty (on the level of
1–2% in most of the kinematic range) presented in Figs 5.12 and 5.13 are
strictly speaking valid only for the γ + jet sample. Additional corrections
are needed to estimate the potential of physics bias. Dijet jet energy scale
(denoted also as jet four-vector scale, J4S) was derived specifically for the
QCD group using dijet sample[24]. Most of the individual subcorrections
were redetermined using the dijet sample. The validity was tested on the
inclusive jet sample [24] and separately on the three-jet inclusive sample
used in this thesis (see Sec. 6.6).

The basic difference is coming from the different quark-gluon content in
the γ + jet sample and QCD (inclusive jets) samples. At low energies, the
dijet sample is dominated by gluon jets, opposite to the γ + jet. At high
energies, the situation is opposite; the dijet sample is dominated by quark
jets and γ +jet sample by gluon jets. The derived response for jets in γ +jet
and gluon samples is shown for comparison in Fig. 5.11.

The correction factors and uncertainties for the J4S are presented in
Figs 5.14 and 5.15.

Figure 5.11: Difference in response for jets from γ + jet dijet samples using
Monte Carlo with tuned single pion response.
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Figure 5.12: Jet Energy Scale correction factor (top row) and uncertainty
(bottom row) as a function of the jet transverse momentum in central (left)
and forward (right) part of the detector.
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Figure 5.13: Jet Energy Scale correction factor (top row) and uncertainty
(bottom row) for ET = 100, GeV jet (left) and ET = 500 GeV jet (right).
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Figure 5.14: Dijet Energy Scale correction factor (top row) and uncertainty
(bottom row) as a function of the jet transverse momentum in central (left)
and forward (right) part of the detector.
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Figure 5.15: Dijet Energy Scale correction factor for ET = 100 GeV jet (left)
and ET = 500 GeV jet (right).
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6 Three-jet Final State

6.1 Introduction and Motivation

Jet production has one of the highest cross sections of any processes in high
energy hadron-hadron collisions. Quantum chromodynamics describes the
scattering of quarks and gluons and provides a possible explanation for jet
production. In the perturbative picture, in the simplest case of lowest order,
two jets are produced — for example, in the s-channel, a quark and an anti-
quark annihilate into a gluon which then splits into another quark-antiquark
pair. This pair will then form a pair of jets. Additional quarks or gluons can
be radiated at higher orders, leading to three or more jets in the final state.

Properties of the three-jet final state will be investigated in this measure-
ment. The three-jet cross section measurement is a stringent test of NLO
QCD similar to the inclusive jet and dijet cross section measurements. The
three-jet final state is more complicated and therefore more difficult as more
variables can be studied.

Figure 6.1: Example of “Feynman”-like diagram showing the three jet pro-
duction.
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6.2 Three-jet System

The three-jet system requires several variables to completely describe the
observed final state. There are 3 four-vectors giving 12 variables in total. The
choice is somewhat arbitrary, one can use the energies and momenta of the
three jets but a more physically motivated set is used. One can decompose the
system of coordinates in the following way. First, the beams at the Tevatron
are not polarized, therefore there is an overall angle which can be integrated
over (φ symmetry). Then the three-jet system is described in its center of
mass (CMS) coordinate system. There are three variables which describe
the Lorentz boost to the CMS. The center of mass system of the interacting
partons is usually boosted (mostly along the original beam direction as the
partons inside proton have negligible transverse momenta with respect to the
proton) with respect to the center of mass of the proton-antiproton system.

In the CMS, 8 variables remain. The most commonly used variables are
that of the standard convention by [62], which has a property that it can be
directly generalized to higher jet multiplicities. The numbering convention
of [62] is to label the initial partons as 1 and 2. Then the three final state
partons are numbered 3, 4 and 5 according to their energy in their center of
mass system (with 3 being the leading one, 4 the subleading, . . . ).

First on the list of the 8 remaining variables, there is the mass of the
three-jet system M3jet which characterizes the total energy of the system. In
the three-jet CMS, it can be computed directly as

M3jet = E3 + E4 + E5. (6.1)

It can be also thought as the amount of the total proton-antiproton collision
energy carried away by the three-jet system (the rest taken away by softer
jets and proton-antiproton remnants).

Then the energy distribution is described by the X3 and X4 (sometimes
called Dalitz) variables. In the CMS system, they are defined as

X3 =
2E3

M3jet

, (6.2)

X4 =
2E4

M3jet

. (6.3)

One can also define the X5 variable in the same way, but one can directly see
that it is not an independent variable because of the simple X3 + X4 + X5 = 2
relation between them. In the case of massless partons (jets) the allowed
ranges are 2/3 ≤ X3 ≤ 1 and 1/2 ≤ X4 ≤ 2/3. However, this is not true
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in the case of massive jets where X3 might be larger than 1 and still the
conservation laws can be satisfied. An example cartoon of the allowed phase
space and typical three-jet configurations are shown in Fig. 6.2.

Figure 6.2: A cartoon showing a typical allowed phase space (depends on an
analysis cuts) for X3 and X4 variables. Three arrows in corners of the phase
space show typical configuration of the jets in that region. With X3 → 1
and X4 → 0.5 the leading jet is balanced by two jets with similar energies.
When X3 → 1 and X4 → 1 only the small remaining energy is left for the
third jet which will look like a small radiation to a balanced dijet system.
When X3 → 2/3 and X4 → 2/3 then all three jets carry the same energies
and the configuration could look like the “Mercedes” sign (see Appendix C
for an example of a real event display).

There are two angles which help with the description of the system. The
cosine of an angle θ∗ between the parton 3 and the beam direction and ψ3,
the angle between two planes, one formed by the beam direction and the
parton 3, the second by the partons 4 and 5. If one defines the (average)
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beam direction as
~pAV = ~p1 − ~p2 (6.4)

then the angles are

cos θ∗ =
~pAV · ~p3

|~pAV||~p3|
, (6.5)

cos ψ3 =
(~p3 × ~pAV) · (~p4 × ~p5)

|~p3 × ~pAV| · |~p4 × ~p5|
. (6.6)

cos θ∗ has the same role as in in the Rutherford scattering.

Figure 6.3: Definition of three-jet angles (taken from [62]).

The remaining variables describe the distribution of mass in the three-
jet system. In the case of massless partons or jets these are not variables
but rather constraints which reduce the number of required variables. It is
convenient to define the mass variables as dimensionless.

f3 =
m3

M3jet

, (6.7)

f4 =
m4

M3jet

, (6.8)

f5 =
m5

M3jet

. (6.9)

54



The three-jet system is then completely described in its CMS by (M3jet,
X3, X4, cos θ∗, ψ, f3.f4, f5).

The jet numbering convention in this thesis will label the leading jet
transverse momentum as pT1, the second leading jet rapidity y2 and the
third leading jet azimuthal angle φ3.

6.3 Analysis Bin Selection

This thesis describes the measurement of the differential inclusive three-jet
cross section as a function of the three-jet invariant mass[63] (similar to the
dijet mass) in different regions of jet rapidities and jet transverse momentum.
The three-jet mass measures the total production rate of three jets while
other variables can describe the inner structure of the three-jet system.

The following rapidity regions were chosen for the measurement of the
dependence of the cross section on jet rapidity: the selected three-jets are
required to be either in the central calorimeter only (named CC, |yjet| < 0.8),
up to the intercryostat region (named IC, |yjet| < 1.6) or up to the endcap
calorimeter (named EC, |yjet| < 2.4). The regions are defined inclusively, EC
region contains events from CC and IC regions. The rapidity requirement
applies to all three leading jets. The transverse momentum requirement is set
to 40 GeV of the softest (third jet) to study only hard jets with good trans-
verse momentum resolution and limit the uncertainty from the jet energy
scale.

For the measurement of the cross section dependence on the jet trans-
verse momentum, the widest rapidity region (EC, |yjet| < 2.4) is used. The
regions of transverse momentum studied are pT3 > 40, 70, 100 GeV, the anal-
ysis regions are labeled 40, 70 and 100 for simplicity. Again, the binning is
inclusive, the 100 region is a subsample of 70 region, etc. The region selec-
tion is based on jet transverse momentum resolution (lowest pT region) and
overall event statistics (highest pT region).

6.4 Data Selection

The measurement uses the Run IIa QCD dataset collected by the DØ experi-
ment between 2002 and 2006. The integrated luminosity is about 1 fb−1. The
dataset is reduced to the run range 191000–213064 where the jet energy scale
(JES) and dijet jet energy scale (J4S) were measured. Older data is removed
because of instabilities in the ICR detector. Newer data is not used because
the JES/J4S corrections are not yet available. The integrated luminosity of
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the selected dataset is about 0.7 fb−1 for the JT 125TT trigger (Tab. 6.1).
The analysis uses the p17.09.03, p17.09.06 and p17.09.06b datasets, converted
to CAF files using the p18.05.00 release. The data is then corrected using
the inclusive jet energy scale (J4S version jetcorr v07-02-78). The data
quality is checked using dq defs version v2007-10-10 which removes bad
events using data quality information from all subdetectors and also from
calorimeter quality flags. The luminosity is determined using v2007-10-10
dq defs using the common tools.

6.5 Event Selection

Events are selected for the analysis when the conditions described in the
following subsections are met.

6.5.1 Trigger Requirement

Single jet triggers are used in this analysis. To simplify the description,
they select events when (at least) one jet is found by the Level 3 of the
trigger system above a selected threshold as specified in the trigger name.
The complete jet trigger requirements on each level of the trigger system is
shown in Table 6.1. The highest jet trigger is usually left unprescaled so it
fires every time such event occurs, however lower triggers must be prescaled
by some factor N , so they fire only every N -th event having such jet in order
to limit the bandwidth for data recording. The majority of the events used
in this analysis are triggered by the JT 95TT trigger, which means at least
one jet with an uncorrected pT above 95 GeV is present. Due to the energy
resolution and the difference between the jet algorithms on the trigger and
reconstruction levels, the trigger turn-on function is not a step function at
95 GeV but rather a convolution of a step-function with a resolution function.
After the requirement on the leading jet transverse momentum, the trigger
should be fully efficient which we cross-check by using the final M3jet variable,
where indeed a very steep turn-on is observed. We add a cut on the three-
jet mass above this turn-on to ensure that the trigger is fully efficient (the
precise leading pT cut is rapidity dependent[64, 65] while we chose a single
cut for all analysis regions).

At high mass, the JT 95TT data is replaced with JT 125TT in some
bins to reduce statistical uncertainties. For more details about the trigger
efficiency determination see Sec. 6.7.
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Trigger name Level 1 Level 2 Level 3 Luminosity (pb−1)
JT 125TT CJT(4,5) JET(60) SCJET(125) 707.4
JT 95TT CJT(3,5) JET(50) SCJET(95) 508.5
JT 65TT CJT(3,5) JET(20) SCJET(65) 73.6
JT 45TT CJT(2,5) none SCJET(45) 17.3

Table 6.1: Inclusive jet triggers in p17 data. Trigger requirements correspond
to trigger list version v14.82 used in the latest runs considered in this analysis.
Level 1 term CJT(x, y) requires x L1 calorimeter trigger towers above y GeV.
Level 2 filter JET(x) passes events with jet candidates with ET > x GeV.
Finally, Level 3 SCJET(x) term is satisfied and trigger fired if a jet candidate
with ET > x GeV was found using a simple cone algorithm.

6.5.2 Primary Vertex

The event is required to have at least one primary vertex found by the track-
ing system. When more vertices are found, the one most likely coming from
the hard scattering has to be selected. Each vertex is assigned a probability
that it comes from a minimum bias interaction based on the log10 pT distribu-
tion of the tracks with pT > 0.5 GeV. Vertices are ordered in the minimum
bias probability, and the one with the lowest minimum bias probability is
selected as the primary vertex. This ≥ 1 vertex requirement is to ensure
that the jet energy and angles are properly measured. The vertex must have
at least three tracks associated to it to remove fake vertices made by two
tracks (this should not be a problem for QCD events where many charged
particles are expected). The z position of the vertex must be within 50 cm
of the center of the detector also to ensure that the properties of jets as well
as jet energy scale calibration are properly determined.

The way to calculate the vertex efficiency is presented in a study of the
luminous region in the detector[66]. The efficiency (mostly coming from the
z position cut) is corrected by weights on an event-by-event basis because
it depends on the instantaneous luminosity. The average vertex efficiency is
about 92%.

6.5.3 Jets

The event must have at least three JCCA jets (Run IIa Midpoint cone jets
of radius Rcone = 0.7). The three leading jets in the event must be marked as
good in terms of jet identification (jetID) quality requirements and confirmed
at Level 1 of the trigger framework (jet.isGood() and jet.isL1Conf() flags

57



]-1s-2 [E30 cmtick-inst x 36L
0 20 40 60 80 100 120 140

]-1s-2 [E30 cmtick-inst x 36L
0 20 40 60 80 100 120 140

vt
x

∈

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

runs

runs 0--180956

runs 185746--190370

runs 191266--194565

runs 194567--196584

runs 200000--204805

runs 204808--206113

runs 206162--208122

runs 208123--211213

runs 211214--212107

runs 212900--215670

Vertex acceptance with |z| < 50 cm cut (60 cm fit)

Figure 6.4: Vertex acceptance from minimum bias events[67].

using the standard p17 jetID). JetID quality requirements are completely
described in [68]. Basically, two optimized cuts on fraction of jet energy
deposited in electromagnetic (inner) layers of the calorimeter (EMF) and
fraction of jet energy deposited in coarse hadronic layers of the calorimeter
(CHF) are used. The EMF cut removes mostly overlap between jets and
photons or electrons (high EMF) and also removes events jets formed by
noise coarse hadronic calorimeter cells (low EMF cut). The CHF cut removes
noisy jets potentially formed by noise in the coarse hadronic layer calorimeter
cells which have poorer energy resolution. All three jets are required to have
|y| less than 0.8, 1.6 or 2.4 for the measurement of the dependence of the
cross section on the rapidity and less than 2.4 for the measurement of the
cross section dependence on jet transverse momenta.

A jet passes the EMF cut if:

• EMF < 0.95 or

• EMF > 0.05 or

• 0.13 > |ηdet − 1.25| + max(0, 40 × (ση − 0.1)) or

• EMF > 0.03 and 1.1 < |ηdet| < 1.25 or

• EMF > 0.04 and 2.5 < |ηdet|.
The EMF cut is optimized and depends on the jet width ση in the part of
the detector called No EM Gap (no electromagnetic layers of calorimeter in
the path of jets).
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A jet passes the CHF cut if:

• CHF < 0.4 or

• CHF < 0.6 and 0.85 < |ηdet| < 1.25 and n90 < 20 or

• CHF < 0.44 and |ηdet| < 0.8 or

• CHF < 0.46 and 1.5 < |ηdet| < 2.5.

The cut uses the n90 variable which is a number of cells in a jet which contain
90% of jet scalar transverse energy (

∑

items |pT i|). Noisy jets can be expected
to have only one or a few cells.

A jet passes L1ratio = L1 pT /precision pT cut if:

• L1energy > 55 GeV or

• L1ratio > 0.5 or

• L1ratio > 0.35 and pT < 15 GeV and 1.4 < |ηdet| or

• L1ratio > 0.1 and pT < 15 GeV and 3.0 < |ηdet| or

• L1ratio > 0.2 and pT ≥ 15 GeV and 3.0 < |ηdet|.
The precision pT in the L1ratio is computed from the precision readout using
uncorrected pT and excluding coarse hadronic cells. The ratio is not used if
the energy on Level 1 is large enough because of saturation of the L1 readout.
The pT dependent cuts are not important for the three jet analysis since the
cuts are out of the phase space selected. Again, note that ηdet is calculated
with respect to the geometrical center of the detector and not to the primary
vertex as for the physics η.

Efficiency of the jet identification requirements has been measured, but it
is not directly applied to data. Instead the effect is taken into account when
unsmearing the detector result back to the particle level in Section 6.18.

The pT requirement on jet transverse momentum is 40 GeV (except when
the cross section vs. pT is measured where the requirement is also 70 and
100 GeV in the corresponding analysis regions). Another requirement is
placed on the leading jet pT to ensure that the trigger is 100% efficient
(again see Section 6.7). These values correspond to jet energy scale cor-
rected four-momenta. The requirement on the separation between jets i and
j (∆Rij =

√

(∆yij)2 + (∆φij)2) is set to 1.4 (twice the cone radius) to reduce
the possibility of jets overlap. This avoids potential problems arising from the
jet algorithm definition (IR/collinear sensitivity due to splitting/merging).
Such hard cuts also limit the amount of initial and final state radiation testing
directly the hard matrix element for the production of three jets.
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6.5.4 Missing Transverse Energy

The missing transverse energy intends to remove fake jets produced by cosmic
ray showers. The cosmic showers come from outside of the detector and
typically deposit most of their energy on one side of the calorimeter leading
to the missing transverse energy of an event (/ET ) to be of comparable with
the leading (in this case fake) jet transverse momentum. The cut on /ET

discards events if /ET > 0.7 jet pT if pT < 100GeV and /ET > 0.5 jet pT if
pT > 100GeV using uncorrected leading jet pT . Due to the cut on the leading
jet pT of 150 GeV (corrected, due to the trigger efficiency) this is effectively
the latter only. This cut is designed to remove cosmic muons and also events
where part of the calorimeter did not work correctly. Efficiency of this cut
was found to be close to 100% on the inclusive sample and is not corrected
for.

6.6 Dijet Jet Energy Scale

The analysis uses a specific version of jet energy scale derived originally for
the inclusive jet sample (mainly dijets) where different responses to quarks
and to gluons were implemented to match the composition of the QCD jet
sample. Monte Carlo studies using the Pythia generator and the DØ de-
tector simulation were done to check that this jet energy scale is applicable
(within errors) to the three-jet sample. In the study, the detector level jets
were corrected for J4S and the corrected pT was compared with a pT of a par-
ticle level jet matched with ∆R = Rcone/2 = 0.35. The mean value of variable
pdet

T /pptcl
T − 1 is sensitive to the residual jet energy scale error while its RMS

is the true Monte Carlo resolution. The matched jets were binned in bins
of pT (50 GeV width) and y (0.4 width from -2.4 to 2.4). The Monte Carlo
pT resolution and uncertainty was obtained from the qcd jet caf package.
The same cuts as in Sec. 6.5.3 are used in the study. Figure 6.5 shows that
while the resolution of the third jet is generally larger than the leading two
jets (as expected if the third jet is mostly a gluon jet), it stays within the
quoted uncertainties of the pT resolution measurement and the third jet is
not treated differently in the unsmearing procedure, where the resolutions
are used (Sec. 6.9).
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Figure 6.5: Third jet transverse momentum resolution study. Left plots
show the residual jet energy scale calibration error for the leading jet (black),
second jet (red) and third jet (green). The plots on the right show the truth
MC pT resolution for the leading, second and third jets together with the error
band given by the qcd jet caf package (black line). The top plots correspond
to jet rapidity in the region −0.4 < y < 0.0 (central det.), the middle plot
to rapidity region −1.6 < y < −1.2 (intercryostat region) and the bottom
one to rapidity 2.0 < y < 2.4 (forward det.). The rapidity bins are chosen as
examples, the remaining bins are included in [63].
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6.7 Trigger Efficiency Studies

The relative trigger efficiency (turn-on curves) for the single jet triggers are
determined in two steps – first by comparing the leading jet spectra between
two triggers and setting high enough cuts on the leading jet pT . Then the final
turn-ons are cross-checked using the final state variable (M3jet). If the lower
pT jet trigger is absolutely efficient then with the relative trigger efficiency,
the absolute trigger efficiency of the higher trigger can be checked.

The relative trigger turn-on is done by comparing the JT 95TT spectra
with JT 65TT and JT 125TT with JT 95TT. The absolute trigger turn-on
for inclusive jet triggers cross-check was done in the inclusive jets analysis[64]
using unbiased (no trigger requirement on the calorimeter) muon+jet sample.

All turn-on curves are fitted using the formula from Eq. 6.10.

F (x) = p2 · Erf

(

x − p1

p0

)

(6.10)

The parameter p2 can depend on the range of the fit. A conservative overall
trigger efficiency systematics of 2% is assigned due to this. The cut is always
chosen to be above 99% of the fitted turn-on function (p2 parameter). The
phase space of the analysis is limited to the leading jet transverse momentum
p1

T > 150 GeV and three-jet mass M3jet > 400 GeV in all analysis regions.
These cuts can be avoided (loosen) by using lower pT triggers but this analysis
concentrated on the high mass region (JT 65TT trigger could be used to
reduce the leading jet pT and M3jet cuts. Another reason for not using data
with M3jet < 400 GeV is the steep rise of the cross section and potentially
difficult unfolding in that region. The trigger JT 125TT is used to replace
data from JT 95TT in the CC region (for M3jet > 670 GeV) and in the IC
region (for M3jet > 1100 TeV). The leading jet pT cut for JT 125TT trigger
is 190 GeV. All three-jet events selected by the JT 95TT trigger which have
M3jet > 670 TeV also have a leading jet pT > 190 GeV. The same values are
used for the rescaled three-jet mass introduced in Sec. 6.8.
There are 6 regions in the analysis. For the rapidity dependence, the regions
are CC, IC, EC; for the pT3 dependence, the regions are 40, 70, 100. As
the EC region selection is the same as the 40 region, there are 5 distinct
distributions, the structure how the trigger curves are presented in Figs. 6.6–
6.9 is shown in Table 6.2.

The following turn-on curves are presented:

• Fig. 6.6 - JT 95TT, leading jet pT

• Fig. 6.7 - JT 95TT, final M3jet after cut of 150 GeV on leading jet pT
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• Fig. 6.8 - JT 125TT, leading jet pT

• Fig. 6.9 - JT 125TT, final M3jet after cut of 190 GeV on leading jet pT

Each figure lists pT /M3jet values corresponding to 90, 95 and 99% of the
turn-on plateau as well as the value of the plateau of the fit (parameter p2).

1 2
3 4
5

1. Three-jets in CC region (|y| < 0.8 and pT3 > 40 GeV)

2. Three-jets in IC region (|y| < 1.6 and pT3 > 40 GeV)

3. Three-jets in EC region (|y| < 2.4 and pT3 > 40 GeV)

4. Three-jets above 70 (|y| < 2.4 and pT3 > 70 GeV)

5. Three-jets above 100 (|y| < 2.4 and pT3 > 100 GeV)

Table 6.2: Legend on how each region is placed in Figures 6.6–6.9.
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Figure 6.6: Trigger turn-on for leading jet spectra, JT 95TT trigger.
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Figure 6.7: Trigger turn-on for three-jet mass, JT 95TT trigger, leading jet
cut 150 GeV.
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Figure 6.8: Trigger turn-on for leading jet spectra, JT 125TT trigger.
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Figure 6.9: Trigger turn-on for three-jet mass, JT 125TT trigger, leading jet
cut 190 GeV.
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6.8 Three-jet Mass Bin Width Selection

Bins in the three-jet mass M3jet were selected following these conditions:

• The M3jet resolution was estimated by matching the three-jets at parti-
cle and detector levels using p17 Pythia QCD sample. In this simple
study, to each of the leading three particle jets, a calorimeter jet was
searched within a distance ∆R = Rcone/2 = 0.35 and if all three lead-
ing particle jets were matched to detector level jets, the ratio between
M3jet at particle and detector levels was determined. The bin width
(∼ 10%) is selected to be roughly twice the RMS of the distribution.

• The highest mass bins are limited by statistics. The choice of binning
is so that each analysis bin has enough statistics and that M3jet bins
are the same in every analysis region.

• Efficiencies and purities are checked to be at reasonable level using a
parameterized detector simulation d0jetsim[69] (for details about the
simulation, see Sec.6.9). The efficiency ei in a given mass bin is defined
as the number of events generated and reconstructed in that bin divided
by a number of all events generated in that bin. The purity pi in some
mass bin is defined as the number of events generated and reconstructed
in that bin divided by a number of all events which were reconstructed
in that bin:

ei =
Nii

∑

j Nij

, (6.11)

pi =
Nii

∑

j Nji

, (6.12)

where Nij is the number of events which were generated in i-th bin and
after smearing ended in the j-th bin. Mass rescaling similar to those
used in the dijet-χ[70] and dijet mass[71] measurements was used to
improve the efficiencies and purities. The rescaling formula is given in
Eq. 6.13 (masses in TeV). The parameters in the rescaling are the same
as in dijet-χ measurement except that the parameter in the exponent
in Eq. 6.13 was optimized for three jet Pythia sample[72].

RM3jet = M rescaled
3jet = M reco

3jet − 0.0005 · (M reco
3jet /0.25)2.5 (6.13)
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Figure 6.10: Efficiencies and purities in CC, IC and EC regions before and
after the three-jet mass rescaling. Note that the top six plots consider only
smearing across M3jet mass bins and not events which were smeared inside or
outside of the particular analysis region. In that case, the purities can drop
down by a factor of 2 (bottom six plots).
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and with mass rescaling (bottom) in EC region of the analysis. Events which
migrated in or out of the analysis regions are not shown.
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6.9 Unsmearing

All measured properties are intrinsically connected to the DØ detector. In
order to present a measurement at the particle level (Fig. 3.1), the detec-
tor effects have to be deconvoluted from it. The procedure for it is called
unsmearing (or unfolding). In a steeply falling, such as the three-jet mass,
events tend to migrate preferentially from a lower mass bin to a higher mass
bin. The cartoon of this effect is shown in Fig. 6.12.

Figure 6.12: Migration of events due to resolution on a steeply falling spec-
trum

There are several methods to unsmear the data. An ansatz method has
been used in an inclusive jet measurement at DØ[67]. An ansatz function
with several free parameters based on a priori knowledge about the truth par-
ticle spectrum is chosen and the parameters are fitted to the data distribution
in several iterations. The complications arise when the studied distribution
is smeared by several variables and the procedure would become too difficult.
In this analysis, a Monte Carlo simulation method (d0jetsim[69]) developed
by M. Wobisch is used instead. Instead of an ansatz, a set of generated
Monte Carlo events is used. The package then smears the generated jets
using experimental resolutions determined predominantly from data in order
to obtain unsmearing correction factors. The advantage is that the a priori
knowledge is not needed in a functional form, the disadvantage is that the
Monte Carlo needs to correctly model the data at least to a level from where
it can be fine-tuned. The effects which are modeled in the simulation include:

• jet pT resolutions;

• jet angular resolutions – η, φ;
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• jet angular biases – η;

• jetID efficiency;

• vertex efficiency;

• jet energy scale.

6.9.1 Transverse Momentum Resolution

Since the three-jet mass depends directly on each jet (transverse) momen-
tum and because of the steeply falling transverse momentum spectrum,
the jet transverse momentum resolution is the single most dominant res-
olution effect. The jet transverse momentum was studied in detail first by
M. Voutilainen[73] and then adapted by M. Rominsky[74] for use in d0jetsim.
A brief description of its measurement together with the results is presented
below.

The jet transverse momentum can be measured directly using pT imbal-
ance in back-to-back (∆φ > 3.0) dijet events. The asymmetry distribution
A between the two highest transverse momentum jets defined as

A =
p

(1)
T − p

(2)
T

p
(1)
T + p

(2)
T

(6.14)

is used for the resolution determination (the pT order between the two jets
is randomized). The mean value of the asymmetry distribution is sensitive
to the relative jet energy scale between the two jets. Its width serves as
a raw value of the transverse momentum resolution which is corrected for
additional effects studied in Monte Carlo. The distribution is binned in bins
of (p

(1)
T + p

(2)
T )/2 and jet rapidities.

The truth Monte Carlo resolution is defined as the RMS of the recon-
structed pT jet vs particle pT jet defined in Eq. 6.15.

(

σpT

pT

)

truth

= RMS

(

preco
T − pptcl

T

pptcl
T

)

(6.15)

When both jets are in the same central rapidity bin, the resolution σpT
/pT

is directly to the truth resolution

σpT

pT

=
√

2σA. (6.16)
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The central detector region with |y| ≤ 0.8 is used as a reference bin. The
resolution in forward detector bins is measured with dijets where one jet is
in the central region and the second one in the probed forward region.

σ

pprobe
T

=
√

4σ2
A − 2σ2

Aref , (6.17)

where σAref is the asymmetry width when both jets are in the reference
region.

The resolutions derived according to Eqs. 6.14-6.17 correspond to the
true resolution only in an ideal case where only the dijet and nothing else
is produced in an event. The additional energy is coming from two sources.
First is the jet reconstruction threshold - even when additional jets produced
in the event are vetoed in the event selection for the resolution measurement,
additional jets can be produced in the event and spoil the dijet balance but
then not reconstructed because of the minimum reconstruction pT cut of
6 GeV. The resolutions are measured with a pT cut veto on an additional jet
present. Several pT thresholds are used and the using linear interpolation is
used to determine (σpT

/pT )pcut
T

→ 0 GeV. The soft radiation correction ksoft

is then determined as

ksoft =

(

σpT

pt

)

pcut
T

→0GeV
(

σpT

pT

)

pcut
T

→6GeV

. (6.18)

Particle level imbalance is caused by proton remnants and in terms of un-
derlying event energy contributes additionally to the total dijet imbalance.
This term is studied using Monte Carlo simulation.

The corrected resolution can be expressed as

σpT
=

√

(ksoftσraw)2 − σ2
MC. (6.19)

Additional corrections are used to describe non-gaussian tails in the resolu-
tions coming both from detector sources (punchthrough, where not all jet
energy is detected due to small depth of the calorimeter) and particle level
imbalance (caused by neutrinos and muons inside jets which are not con-
sidered in the DØ jet algorithm/ jet energy scale determination). Due to
this effects, the final resolution is best described by two gaussians and an
exponential tail. The jet transverse momentum resolutions were rederived
in terms of jet detector pseudorapidity which is more suited for the parame-
terized detector simulation. The final transverse momentum resolutions for
each detector pseudorapidity bin are shown in Fig. 6.13. The resolution is
the best in the central and forward regions while the intercryostat region is
slightly worse as expected.
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Figure 6.13: Jet transverse momentum resolution as a function of ηdet. Taken
from [74].

6.9.2 Angular Resolutions

Since the angular resolutions can not be measured directly in data, the Monte
Carlo with full detector simulation is used in order to measure them. In the
simulation, selected jets are matched between particle and detector (calorime-
ter) level and the difference in the η and φ on the two levels serve as the es-
timate of the angular resolutions. The angular resolutions are affected both
by detector effects due to angular smearing during the shower evolution and
also by jet algorithm effects (namely splitting and merging).

After selecting good events in terms of data quality, nearby all particle
level jets, detector jets are searched in ∆R =

√

(ηptcl − ηcal)2 + (φptcl − φcal)2.
When both jets are matched within ∆R ≤ Rcone/2 = 0.35, they are selected

74



for measuring the resolutions. The difference

∆η = ηptcl − ηcal (6.20)

∆φ = φptcl − φcal (6.21)

is then binned in terms of particle level transverse momentum pptcl
T and jet

detector-η ηdet (10 × 16 bins). In each pptcl
T × ηdet the ∆η (∆φ) is fitted with

a double gaussian function of the form

f(x) = A1 ∗ exp

(

−1

2

(

x − µ

σ1

)2
)

+ A2 ∗ exp

(

−1

2

(

x − µ

σ2

)2
)

. (6.22)

The mean of the gaussian, which is assumed to be the same for both of
them, should be in an ideal case close to zero. The non-zero mean in the
case of η resolutions is considered separately in Sec. 6.9.3. The RMS of
the f(x) distribution corresponds to the angular resolutions. To generate
random number from the double gaussian distribution from Eq. 6.22, three
parameters are needed - the widths of both gaussians (σ1, σ2) and the ratio
of the areas below the gaussians f = area1

area1+area2
.

To simplify the usage of the resolutions, the individual parameters of the
double gaussian fit σ1(pT , ηdet), σ2(pT , ηdet) and f(pT , ηdet) are fitted with
continuous functions in pT . The best agreement is achieved using the follow-
ing forms:

Fσ1,σ2
(pT ) = A +

B

pT

+
C

pt2
(6.23)

Ff (pT ) = 1 − exp(A − BpT ) (6.24)

in 16 bins of ηdet and tabulated version of the fits is used in the parameterized
d0jetsim simulation.

Fit plots for all parameters from the procedure outlined above are shown
in Figs. 6.14 and 6.15 while the full set of plots is presented in [75].

6.9.3 Rapidity Bias

The simulation package also corrects for the angular η-bias. A systematic
shift is observed in a Monte Carlo simulation between a (pseudo)rapidity
of jets on particle and detector levels mostly due to nonuniformity of the
calorimeter at the boundaries of the central and forward cryostats. The size
of the rapidity bias is shown in Fig. 6.16.
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Figure 6.14: η resolution parameters, pT dependence of fit parameters σ1 (top
four figures), σ2 (middle four), f (bottom four) for η resolutions. 4 figures
for each parameter, each contains 4 ηdet bins.
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Figure 6.15: φ resolution parameters, pT dependence of fit parameters σ1

(top four figures), σ2 (middle four), f (bottom four) for φ resolutions. 4
figures for each parameter, each contains 4 ηdet bins.
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Figure 6.16: Rapidity bias parameterization, taken from [67].
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6.9.4 Jet Simulation

Events generated with a Monte Carlo generator on the particle level are
smeared using the measured resolutions. The ratio between the smeared
(detector) level and the original particle level distribution in the variable
of interest (in this measurement it is the three-jet mass M3jet) are used to
determine the unsmearing coefficients which are then applied to data. The
unsmearing coefficient is defined as the ratio between the particle level and
detector level variable

Cunsmear =
MCparticle

MCdetector
(6.25)

and then applied to the data to get the particle (unsmeared) level cross
section

DATAunsmeared = Cunsmear · DATA =
MCparticle

MCdetector
· DATA (6.26)

In order to use the unsmearing factors, the original smeared Monte Carlo
distribution must describe the data. A set of control variables is chosen
to show the level of agreement between the simulation and the data. It
has been found that the default versions of common parton shower genera-
tors (Pythia, Herwig) do not provide a reasonably good agreement while
2 → N LO ME generators (Alpgen, Sherpa) describe the data better (an
example distribution is shown in Fig. 6.17). The Sherpa event generator is
used for this analysis. The default version of the Sherpa generator needed
a reweighting to achieve a good agreement with the data (except of the ra-
pidity distribution of the fourth jet). The reweighting was established via
an iterative procedure where the events were reweighted by a few three jet
variables until a reasonable description was achieved. The final reweighting
function used is

w′ = 1.15 · (1 − 0.25 · M3jet) · (1 − 0.06 · |y3|) · (1 + 0.055 · |y1|) · w, (6.27)

where the variables (three-jet mass M3jet, leading jet rapidity y1 and third
leading jet rapidity y3) are taken from the particle level. The original event
weight w comes from the generated cross section. The control plots are
presented in Appendix A. Pythia event generator with a reweighting which
was used in dijet mass analysis is used to cross check the stability of the
unsmearing factors and a systematic uncertainty is assigned for the modeling
difference.

The unsmearing correction also contains a correction for energies of muons
and neutrinos which are not taken into account in the JES/J4S correction.
The unsmearing factors are presented in Fig. 6.18. To reduce the statistical
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Figure 6.17: Minimum distance between jets in three-jet events compar-
ing different Monte Carlo generators and data (in green) in the EC region
(|y| < 2.4)). Note that the normalization is arbitrary, but the shape of the
distribution favors the 2 → N generators (as described in the text).

fluctuations the total unsmearing factor is fitted with a second order poly-
nomial function and the smooth version is used in the analysis (Fig. 6.19).

6.10 Uncertainties

There are two types of uncertainties associated with each experimental mea-
surement; statistical and systematic. Statistical uncertainty corresponds to
the uncertainty due to the final amount of data. In each M3jet mass bin, the
relative statistical uncertainty is given by

√
N/N , where N is the number

of events in that bin. Most of the systematic uncertainties are estimated
using the d0jetsim simulation. These include the uncertainties coming from
pT resolution (15 different sources), angular resolutions and biases, jetID
efficiencies, vertex efficiencies and jet energy scale (48 different sources).

The individual pT resolution uncertainty sources contain the systematic
uncertainties for the final fit, soft radiation correction, particle level imbal-
ance, closure residual and noise component and statistical uncertainty of the
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Figure 6.18: Unsmearing coefficients obtained using the d0jetsim simula-
tion in all analysis regions. The dominant contribution to the unsmearing
(red curve) comes from the jet transverse momentum resolutions, the second
largest individual subcorrection is from jetID efficiency, the contribution of
angular resolutions is small.

fit (Table 6.3).
The individual jet energy sources are described in Table 6.4.
In total, the following uncertainties are considered:

• Trigger efficiency - 2%, assigned in Section 6.7;

• Luminosity - 6.1% for Run IIa[54];

• MC reweighting - 2.5% from the difference between the unsmearing
factors from Pythia and Sherpa(Fig. 6.20);

• Vertex efficiency - assigned 0.5% (Fig. 6.21);

• η bias - 3% (Fig. 6.22);

• JetID (Fig. 6.23);

• η resolutions - 1% (Fig. 6.24);

• φ resolutions - 0.5% (Fig. 6.25);

• pT resolutions (Figs. 6.26–6.28);
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Component Description Component Description
ptres 01 fit uncertainty ptres 09 statistical CC1
ptres 02 soft correction ptres 10 statistical CC2
ptres 03 ptcl-level pT imbalance ptres 11 statistical IC1
ptres 04 noise CC ptres 12 statistical IC2
ptres 05 noise IC ptres 13 statistical EC1
ptres 06 noise EC ptres 14 statistical EC2
ptres 07 noise forward ptres 15 statistical forward
ptres 08 closure

Table 6.3: Uncertainty sources of the jet transverse momentum resolution.

• JES (Figs. 6.29-6.35).

• Statistical uncertainty of the unsmearing factors (taken as 80% (due to
the partial correlation between the two samples which are used there)
of the stat. uncertainty from Fig. 6.19)

The uncertainty of individual systematic is estimated by varying the ef-
fect by ±1 σ from its central value and comparing the variation with the
central value. The total uncertainty due to pT resolution (JES) is calculated
by adding all 15 (48) individual sources uncertainties together in quadrature.
The total systematic uncertainty is calculated again by adding in all above
mentioned effects in quadrature. For some systematics the correlations are
not completely known and therefore separate up and down variations of the
effect in CC, IC and EC are considered, but the overall variation is gen-
erally the largest and is taken as the effect systematics (jetID, η-bias, η, φ
resolutions).
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ID Description ID Description
jes 001 EM energy scale jes 025 η fit in EC
jes 002 Dead material jes 026 η fit in EC
jes 003 Photon energy scale jes 027 Zero suppression bias
jes 004 Photon sample purity jes 028 ZSb number of vertices
jes 005 EM-jet background jes 029 ZSb jet matching
jes 006 High-pT extrapolation jes 030 MPF method bias
jes 007 PDF uncertainty at high pT jes 031 MPFbPythiavs Herwig

jes 008 time stability jes 032 MPFb scaling
jes 009 Fit in CC kRjetCCStat0 jes 033 MPF jet matching pT

jes 010 Fit in CC kRjetCCStat1 jes 034 Detector showering
jes 011 Fit in CC kRjetCCStat2 jes 035 Shw sample purity
jes 012 η-intercalibration in CC jes 036 Shw scaling
jes 013 η-intercalibration in IC jes 037 Shw jet matching
jes 014 η-intercalibration in IC jes 038 Shw template fits
jes 015 η-intercalibration in EC jes 039 Shw Tune A vs Tune DW
jes 016 η-intercalibration in EC jes 040 Closure
jes 017 η-intercalibration in EC jes 041 MPFb for dijets
jes 018 η-intercalibration in EC jes 042 MPFb for dijets
jes 019 JES resolution bias jes 043 Dijet CC response
jes 020 η fit in CC jes 044 Dijet CC response
jes 021 η fit in IC jes 045 Dijet CC response
jes 022 η fit in IC jes 046 Dijet CC response
jes 023 η fit in EC jes 047 Inclusive jet response
jes 024 η fit in EC jes 048 Offset systematics

Table 6.4: J4S systematic eigenvectors.
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Figure 6.19: Fit of the total unsmearing factors with a second order polyno-
mial function.
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Figure 6.20: Ratio between the total unsmearing factors from Sherpa and
Pythia Monte Carlo events. A systematic uncertainty of 2.5% is assigned
due to different Monte Carlo modeling.
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Figure 6.21: Vertex efficiency uncertainty. Red dash-dotted 0.5% lines show
the assigned systematic uncertainty.
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Figure 6.22: η bias uncertainty. Red dash-dotted 3% lines show the assigned
systematic uncertainty.
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Figure 6.23: JetID uncertainty. The JetID efficiency is derived from data
but is applied in the simulation.
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Figure 6.24: η resolution uncertainty. Red dash-dotted 1% lines show the
assigned systematic uncertainty.
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Figure 6.25: φ resolution uncertainty. Red dash-dotted 0.5% lines show the
assigned systematic uncertainty.
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Figure 6.26: Transverse momentum resolution uncertainty (sources 1–5 in
Table 6.3). Black dashed line shows the total uncertainty due to transverse
momentum resolution with all 15 sources added in quadrature.
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Figure 6.27: Transverse momentum resolution uncertainty (sources 6–10 in
Table 6.3). Black dashed line shows the total uncertainty due to transverse
momentum resolution with all 15 sources added in quadrature.
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Figure 6.28: Transverse momentum resolution uncertainty (sources 11–15 in
Table 6.3). Black dashed line shows the total uncertainty due to transverse
momentum resolution with all 15 sources added in quadrature.
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Figure 6.29: JES uncertainty (sources 1–7). Black dashed line shows the total
uncertainty due to jet energy scale with all sources added in quadrature.
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Figure 6.30: JES uncertainty (sources 7–14). Black dashed line shows the
total uncertainty due to jet energy scale with all sources added in quadrature.

The dominant systematic uncertainty comes from JES while the second
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Figure 6.31: JES uncertainty (sources 15–21). Black dashed line shows the
total uncertainty due to jet energy scale with all sources added in quadrature.
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Figure 6.32: JES uncertainty (sources 22–28). Black dashed line shows the
total uncertainty due to jet energy scale with all sources added in quadrature.

largest is the one from jet pT resolution which is comparable with the lumi-
nosity uncertainty.
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Figure 6.33: JES uncertainty (sources 29–35). Black dashed line shows the
total uncertainty due to jet energy scale with all sources added in quadrature.
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Figure 6.34: JES uncertainty (sources 35–42). Black dashed line shows the
total uncertainty due to jet energy scale with all sources added in quadrature.
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Figure 6.35: JES uncertainty (sources 42–48). Black dashed line shows the
total uncertainty due to jet energy scale with all sources added in quadrature.
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Figure 6.36: Total systematic uncertainty (in black) with three major compo-
nents. The systematic uncertainty due to the jet energy scale is shown in red,
the luminosity uncertainty in blue and the transverse momentum resolution
uncertainty in green.
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6.11 NLO pQCD Theory Prediction

6.11.1 NLO Calculation

The next-to-leading theory prediction is calculated using NLOJET++ pro-
gram v4.1.2[35] using the MSTW2008 NLO PDF set[76] (the strong coupling
constant value for this set is αS(MZ) = 0.1202). The PDF uncertainty is es-
timated by computing the cross section for each of up and down variation of
each of 20 eigenvectors in the MSTW2008 90% CL sets. The total PDF uncer-
tainty is computed by adding all variations independently in quadrature. For
comparison, the same cross sections were also calculated using the CTEQ6.6
PDF sets[77]. The central value of the cross section from the CTEQ6.6 PDF
sets differs up to 40% from the MSTW2008 value. The CTEQ6.6 PDF un-
certainty is also larger than the MSTW2008. It is important to note that in
the evaluation of the MSTW2008 PDF sets, the same DØ Run II data set
was used to constrain the PDF especially at higher values of gluon x.

The pQCD calculation depends on somewhat arbitrary choice of the
renormalization and factorization scales. While not theoretically completely
motivated it is common to choose both scales to be the same. In case of jet
measurements, the scale is usually chosen to be a multiple of the (average) jet
transverse momentum µ = κpT . For the three-jet cross section calculation,
the renormalization and factorization scales are chosen to be the same and
equal to

µ = µr = µf = pavg
T =

1

3

3
∑

jet=1

pjet
T . (6.28)

The uncertainty due to scale dependence is calculated by varying the scale up
and down by a factor of 2. For additional comparison, other scales (µ0–µ3)
were investigated.

• µ0 = 1
3

∑3
jet=1 pjet

T ;

• µ1 = 2
3

∑3
jet=1 pjet

T ;

• µ2 = 1
2

∑3
jet=1 pjet

T ;

• µ3 = pmax
T (leading jet pT ).

The ratios of the NLO cross section calculated at scales µ0–µ3 is presented
in Fig. 6.41, scale µ0 is used for the final result (Eq. 6.28).

While the cross section can be calculated at the NLO order using the
DØ Run II cone algorithm, it is not certain if the cross section is IR or
collinear safe at this order due to properties of this algorithm. Potentially,
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the NNLO correction (if it could be calculated) can be of the same order as
the NLO itself rendering the result meaningless at NLO (or at maximum,
valid at the LO order precision only). This could be only judged by testing
the algorithm difference for example between the DØ Run II cone algorithm
and the Seedless Infrared Safe Cone algorithm (SISCone[46]) at the NNLO
order (or at least in a parton shower Monte Carlo model which can simulate
the multiparton production of NNLO complexity) to test the difference in
the cross section prediction by the two algorithms. For interest (but without
the power to judge the result) the same NLO cross section was computed
with the use of SISCone algorithm. At the NLO level of NLOJET++, the
cross section differs only by about 2–3% and similar scale dependence of the
result has been observed.

Figure 6.37 shows the cross section ratio at NLO for the DØ Run II
algorithm with MSTW2008 and CTEQ6.6 PDF sets showing the difference
in the central values. Figure 6.38 shows the total uncertainty coming from
the 20 eigenvectors from the MSTW2008 sets while Fig. 6.39 shows the total
uncertainty from 22 CTEQ6.6 eigenvectors. The size of the MSTW PDF
uncertainty is smaller than the CTEQ one due to the fact that MSTW2008
is already using precise Tevatron Run II data in the PDF fit. Figure 6.40
shows the scale dependence by varying the central scale from Eq. 6.28 up and
down by a factor of 2. The NLOJET++ calculation of the cross section at
NLO order using the DØ Run II cone algorithm and SISCone algorithm is
shown in the Fig. 6.42

6.11.2 Nonperturbative Corrections

Two nonperturbative corrections were obtained using the Pythia Monte
Carlo generator. One contains the correction due to underlying event, the
other due to hadronization. The total nonperturbative correction factor is
obtained by multiplying those two together. The two effects almost cancel
each other. Figure 6.43 shows the nonperturbative corrections. To reduce
statistical fluctuations, the nonperturbative correction is fitted with a linear
function which is then used in the analysis (Fig. 6.44).
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Figure 6.37: The ratios of the three-jet cross section calculations from NLO-

JET++ using two different PDF sets (MSTW2008, CTEQ6.6) in 6 regions
of the analysis. The shadings correspond to statistical uncertainties.
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Figure 6.38: The PDF uncertainty of the NLO cross section coming from the
20 MSTW2008 PDF 90% CL eigenvectors.
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Figure 6.39: The PDF uncertainty of the NLO cross section coming from the
22 CTEQ6.6 PDF eigenvectors.
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Figure 6.40: The scale dependence of the cross section (calculated with
MSTW2008 PDFs) estimated by varying the scale µ = µr = µf = 1/3(p1

T +
p2

T + p3
T ) up and down by a factor of 2.
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Figure 6.41: The ratios of NLO cross sections calculated with four different
choices of the renormalization and hadronization scales.
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Figure 6.42: The ratios of the cross sections calculated with the DØ Run II
Cone and the SISCone jet algorithms at the NLO level. The shaded areas
correspond to statistical uncertainty.
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Figure 6.43: Summary of nonperturbative corrections due to underlying event
and hadronization. The total correction is the product of both.
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Figure 6.44: Total nonperturbative correction fit with a linear function.

98



6.12 Final result

The master formula for the three-jet mass cross section is given in Eq. 6.29.

dσ

dM3jet

=
1

L · ∆M3jet

·
(

Nevt
∑

i=1

1

ǫi
v

)

· Cunsmear. (6.29)

Where L is the luminosity, ǫi
v is the vertex efficiency applied using event-

by-event weights (a function of instantaneous luminosity, the mean value is
∼ 92%), ∆M3jet is the bin width and Cunsmear is the unsmearing correction
factor obtained from d0jetsim. The mass in the equation corresponds to the
rescaled mass (Eq. 6.13).

The cross section is calculated in six regions. For the rapidity dependence,
the cross section is calculated in CC (|y| < 0.8), IC (|y| < 1.6) and EC
(|y| < 2.4) regions, the result is shown in Fig. 6.45. For the dependence on
the third jet transverse momentum, it is calculated in 40 (pT3 > 40 GeV),
70 (pT3 > 70 GeV) and 100 (pT3 > 100 GeV) regions and the result is shown
in Fig. 6.46. The data over theory ratio is presented in Fig. 6.47. The cross
sections, event yields, statistical, systematic errors, theory predictions and
nonperturbative corrections are summarized in Tables B.1–B.6.
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Figure 6.45: Differential inclusive three-jet cross section as a function of the
invariant three-jet mass in regions of jet rapidities. The |y| < 2.4 region is
scaled by a factor of 4 for readability. Systematic uncertainty is shown by
a shaded band. Full lines correspond to the NLO calculations with NLO-
JET++ and MSTW2008 PDFs. No events are found in the highest M3jet

bin in the |y| < 0.8 region.
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Figure 6.46: Differential inclusive three-jet cross section as a function of the
invariant three-jet mass in regions of the third jet transverse momentum. The
pT3 > 40 GeV region is scaled by a factor of 2 for readability. Systematic
uncertainty is shown by a shaded band. Full lines correspond to the NLO
calculations with NLOJET++ and MSTW2008 PDFs.
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Figure 6.47: Data to theory ratio in all analysis regions. Top three plots
correspond to three rapidity regions, bottom three correspond to three re-
gions of the third jet transverse momentum. The total systematic uncer-
tainty is shown by a shaded region. The PDF uncertainty comes from the 20
MSTW2008 NLO 90% CL eigenvectors. The scale uncertainty is determined
by varying the scale up and down by a factor of 2.
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7 Summary and Conclusion

This thesis presents the measurement of the inclusive three-jet cross section
as a function of the invariant three-jet mass in three regions of jet rapidities
and three regions of the third jet transverse momenta. The measurement is
relevant in the context of perturbative Quantum chromodynamics (pQCD)
where the matrix element for the production process is calculated at the
next-to-leading order. Jet measurements in general contribute to our under-
standing of the proton structure (parton distribution functions), strong force
dynamics (QCD at higher orders, running of the strong coupling constant
αS), and help to understand the backgrounds in searches for new physics
beyond the Standard Model.

After an introduction, the thesis begins with a brief description of the
Standard Model of elementary particles and a basic introduction to Quan-
tum chromodynamics which leads to a definition of the concept of jet. In
the next chapter, the definition of a jet algorithm is presented with details
relevant to the DØ Run II midpoint cone algorithm. The chapter also dis-
cusses some of the latest progress in the jet algorithms. The fourth chapter
describes the DØ detector where the data used in this thesis were collected.
Chapter 5 details the jet energy scale calibration. The jet energy scale group
at the DØ experiment achieved a remarkable precision in the jet energy cal-
ibration at hadron–hadron colliders where across a large part of a phase
space the uncertainty is smaller than 2%. This in turn significantly reduces
the total systematic uncertainty of many jet measurements. The final chap-
ter before this summary then present the main topic of the thesis, namely
the measurement of the three-jet cross section.

In the measurement, the production cross section of inclusive three-jet fi-
nal states is studied on a sample with an integrated luminosity of 0.7 fb−1 col-
lected by the DØ experiment between years 2002 and 2006. Generally, high
transverse momentum cuts are set on the selected three-jet to study mainly
the hard emission of jets and also to reduce the effect of worse transverse
momentum resolution and larger jet energy scale uncertainty connected with
lower transverse momentum jets. Also, large angular separation between all
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selected jets is required to reduce potential sensitivity to jet algorithm details,
namely the splitting/merging procedure. The differential inclusive three-jet
cross section is then studied in three regions of jet rapidities (Fig. 6.45) and
in three regions of the softest (third) jet transverse momentum (Fig. 6.46) as
a function of the invariant three-jet mass.

The unsmearing coefficients which enable to present the cross section cor-
rected of all detector related issues (and therefore making the result useful
to other/future experiments) were derived using a parameterized jet simula-
tion based on events generated with Sherpa Monte Carlo generator. After
a small reweighting a good agreement is found between this LO 2 → N gen-
erator while generally the LO 2 → 2 with parton shower simulations failed
to describe the data.

The theory prediction is calculated using the NLOJET++ program
at the next-to-leading order. The nonperturbative corrections for underly-
ing event and for hadronization were estimated using Pythia Monte Carlo
generator. The latest parton distribution function sets of MSTW2008 and
CTEQ6.6 are used in the calculation.

In summary, this thesis presents the first measurement of the inclusive
three-jet cross section in Run II of the Fermilab Tevatron Collider. Pertur-
bative QCD provides a reasonable description of the data in all six presented
regions (Fig. 6.47). No obvious signs of new physics are seen in this particular
channel.

There are several ways to extend this analysis. The obvious one is to ex-
tend the dataset used to the dataset collected by the DØ experiment. Due to
continuous improvement on the accelerator side, the experiment has already
collected a dataset of an integrated luminosity of 7 fb−1 as of February 2010
(i.e. ten times larger than the one used in this analysis) which will reduce
the statistical uncertainty by a factor of 3. The changes in the detector, trig-
ger and reconstruction algorithms for the Run IIb data taking period would
make what looks like an easy step somewhat complicated task. Another di-
rection of extending the result is to make use of lower inclusive jet triggers
which would enable reducing the leading jet transverse momentum cut and
therefore expanding the available phase space. Third, but maybe the most
interesting would be to investigate also the other three-jet system variables
like X3 and X4 and angles as described in Sec. 6.2.

So, in the immortal words of Bugs Bunny, that’s all folks![78].
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A Control plots

A set of control variables is chosen to show the agreement between the sim-
ulated events and data. The generated particle level events are smeared by
the known resolutions and compared with the real (smeared) data events.
The simulated events are reweighted as described in Sec. 6.9.

The following variables were chosen:

• Primary vertex z-distribution;

• Leading jet transverse momentum;

• Second leading jet transverse momentum;

• Third leading jet transverse momentum;

• Absolute value of the leading jet rapidity;

• Absolute value of the second leading jet rapidity;

• Absolute value of the third leading jet rapidity;

• Minimum distance between all three jets dRmin;

• Ratio of the fourth jet transverse momentum to the third jet (transverse
momentum cut on the fourth jet p4

T ≥ 25 GeV and no rapidity cut on
the fourth jet);

• Absolute value of the fourth jet rapidity (if present, same cuts as above);

• The rescaled three-jet mass RM3jet defined in Eq. 6.13.

Each control variable (except the three-jet mass) is divided into low (left
column) and high mass (right column) regions to show the agreement at both
sides of the spectra. For each control plot, two sets of figures is presented.
First corresponds to the three regions of rapidity dependence (CC, IC and
EC corresponding to |y| < 0.8, |y| < 1.6 and |y| < 2.4. Second corresponds to
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the three regions of third jet transverse momentum dependence (40, 70 and
100 which mean pT3 > 40, 70 or 100 GeV. The low mass region corresponds
to rescaled masses between 400 and 670 GeV, the high mass region is above
670 GeV. Data are shown with blue markers, simulation as red histograms.
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Figure A.1: z-vertex coordinate control plot 1.
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Figure A.2: z-vertex coordinate control plot 2.
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Figure A.3: Leading jet transverse momentum control plot 1.
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Figure A.4: Leading jet transverse momentum control plot 2.
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Figure A.5: Second leading jet transverse momentum control plot 1.
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Figure A.6: Second leading jet transverse momentum control plot 2.
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Figure A.7: Third leading jet transverse momentum control plot 1.
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Figure A.8: Third leading jet transverse momentum control plot 2.
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Figure A.9: Leading jet rapidity control plot 1.
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Figure A.10: Leading jet rapidity control plot 2.
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Figure A.11: Second leading jet rapidity control plot 1.
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Figure A.12: Second leading jet rapidity control plot 2.
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Figure A.13: Third leading jet rapidity control plot 1.
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Figure A.14: Third leading jet rapidity control plot 2.
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Figure A.15: Minimum distance between jets control plot 1.
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Figure A.16: Minimum distance between jets control plot 2.
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Figure A.17: Fourth jet transverse momentum divided by the third jet trans-
verse momentum control plot 1.
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Figure A.18: Fourth jet transverse momentum divided by the third jet trans-
verse momentum control plot 2.
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Figure A.19: Fourth jet rapidity control plot 1.
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Figure A.20: Fourth jet rapidity control plot 2.
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Figure A.21: Rescaled three-jet mass control plot 1.
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Figure A.22: Rescaled three-jet mass control plot 2.
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B Cross section tables
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M3jet 〈M3jet〉 N entries Data δstat δsys Theory Nonpert.
(TeV) (TeV) (pb/TeV) % % (pb/TeV) correction

0.40–0.45 0.423 4496 192.861 1.5 +11.0,-11.2 202.971 1.002
0.45–0.50 0.473 2587 112.120 2.0 +11.8,-10.8 118.074 1.004
0.50–0.55 0.522 1344 58.856 2.7 +12.0,-11.9 60.934 1.006
0.55–0.61 0.576 750 27.643 3.7 +11.4,-11.7 29.797 1.008
0.61–0.67 0.636 328 12.231 5.5 +12.3,-11.6 13.594 1.010
0.67–0.74 0.699 249 5.752 6.3 +12.2,-13.3 6.030 1.012
0.74–0.81 0.769 110 2.562 9.5 +14.3,-13.4 2.473 1.014
0.81–0.90 0.848 46 0.847 14.7 +14.8,-14.2 0.918 1.017
0.90–1.10 0.954 22 0.184 21.3 +17.9,-17.0 0.173 1.022

Table B.1: Three-jet mass cross section for the CC region. The number of events is for the rescaled mass. The
nonperturbative correction is already included in the theory cross section.
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M3jet 〈M3jet〉 N entries Data δstat δsys Theory Nonpert.
(TeV) (TeV) (pb/TeV) % % (pb/TeV) correction

0.40–0.45 0.425 25703 1007.112 0.6 +11.4,-12.1 1145.441 1.004
0.45–0.50 0.474 21807 873.877 0.7 +13.1,-12.3 1006.286 1.007
0.50–0.55 0.523 15360 627.885 0.8 +12.4,-12.7 722.777 1.011
0.55–0.61 0.577 11379 394.773 0.9 +14.1,-12.3 449.201 1.015
0.61–0.67 0.637 5905 208.309 1.3 +14.3,-13.7 245.979 1.019
0.67–0.74 0.700 3265 100.067 1.8 +14.5,-14.7 118.984 1.024
0.74–0.81 0.771 1465 45.370 2.6 +16.3,-15.7 52.427 1.029
0.81–0.90 0.847 677 16.417 3.8 +17.0,-15.4 19.558 1.034
0.90–1.10 0.960 293 3.184 5.8 +20.2,-20.7 3.636 1.045
1.10–1.50 1.175 24 0.087 20.4 +27.5,-26.5 0.109 1.066

Table B.2: Three-jet mass cross section for the IC region. The number of events is for the rescaled mass. The
nonperturbative correction is already included in the theory cross section.
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M3jet 〈M3jet〉 N entries Data δstat δsys Theory Nonpert.
(TeV) (TeV) (pb/TeV) % % (pb/TeV) correction

0.40–0.45 0.425 32350 1234.652 0.6 +11.9,-12.2 1384.588 0.994
0.45–0.50 0.474 30022 1165.579 0.6 +13.4,-12.3 1320.435 0.999
0.50–0.55 0.524 23435 923.455 0.7 +12.8,-12.9 1064.389 1.004
0.55–0.61 0.578 20087 668.398 0.7 +14.3,-13.1 750.344 1.009
0.61–0.67 0.638 12520 421.463 0.9 +14.7,-14.5 486.342 1.015
0.67–0.74 0.701 8523 248.016 1.1 +15.4,-15.6 285.698 1.022
0.74–0.81 0.771 4532 132.571 1.5 +17.1,-15.4 154.756 1.029
0.81–0.90 0.848 2639 60.125 1.9 +17.9,-18.8 70.591 1.037
0.90–1.10 0.963 1362 13.797 2.7 +20.5,-21.1 17.261 1.052
1.10–1.50 1.167 116 0.540 9.3 +29.4,-27.4 0.665 1.082

Table B.3: Three-jet mass cross section for the EC region. The number of events is for the rescaled mass. The
nonperturbative correction is already included in the theory cross section.
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M3jet 〈M3jet〉 N entries Data δstat δsys Theory Nonpert.
(TeV) (TeV) (pb/TeV) % % (pb/TeV) correction

0.40–0.45 0.425 32350 1234.652 0.6 +11.9,-12.2 1384.588 0.994
0.45–0.50 0.474 30022 1165.579 0.6 +13.4,-12.3 1320.435 0.999
0.50–0.55 0.524 23435 923.455 0.7 +12.8,-12.9 1064.389 1.004
0.55–0.61 0.578 20087 668.398 0.7 +14.3,-13.1 750.344 1.009
0.61–0.67 0.638 12520 421.463 0.9 +14.7,-14.5 486.342 1.015
0.67–0.74 0.701 8523 248.016 1.1 +15.4,-15.6 285.698 1.022
0.74–0.81 0.771 4532 132.571 1.5 +17.1,-15.4 154.756 1.029
0.81–0.90 0.848 2639 60.125 1.9 +17.9,-18.8 70.591 1.037
0.90–1.10 0.963 1362 13.797 2.7 +20.5,-21.1 17.261 1.052
1.10–1.50 1.167 116 0.540 9.3 +29.4,-27.4 0.665 1.082

Table B.4: Three-jet mass cross section for the 40 region. The number of events is for the rescaled mass. The
nonperturbative correction is already included in the theory cross section.
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M3jet 〈M3jet〉 N entries Data δstat δsys Theory Nonpert.
(TeV) (TeV) (pb/TeV) % % (pb/TeV) correction

0.40–0.45 0.426 9174 383.880 1.0 +12.0,-12.3 452.355 0.980
0.45–0.50 0.475 10186 429.036 1.0 +12.8,-12.5 495.498 0.987
0.50–0.55 0.524 8749 370.531 1.1 +13.0,-13.4 442.369 0.993
0.55–0.61 0.578 8090 286.644 1.1 +13.5,-13.2 328.281 1.000
0.61–0.67 0.638 5356 190.369 1.4 +14.6,-13.8 226.719 1.008
0.67–0.74 0.701 3946 120.312 1.6 +15.4,-15.3 140.874 1.017
0.74–0.81 0.772 2142 65.231 2.2 +16.6,-14.6 80.751 1.026
0.81–0.90 0.849 1351 31.845 2.7 +17.5,-19.5 39.463 1.036
0.90–1.10 0.966 793 8.267 3.6 +21.4,-20.6 10.192 1.055
1.10–1.50 1.167 70 0.340 12.0 +28.9,-24.9 0.443 1.095

Table B.5: Three-jet mass cross section for the 70 region. The number of events is for the rescaled mass. The
nonperturbative correction is already included in the theory cross section.
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M3jet 〈M3jet〉 N entries Data δstat δsys Theory Nonpert.
(TeV) (TeV) (pb/TeV) % % (pb/TeV) correction

0.40–0.45 0.429 926 37.987 3.3 +13.9,-13.5 51.891 0.972
0.45–0.50 0.476 1825 75.501 2.3 +14.8,-11.8 90.032 0.976
0.50–0.55 0.525 2048 85.334 2.2 +13.5,-13.6 98.064 0.979
0.55–0.61 0.579 2165 75.635 2.1 +12.7,-13.5 87.207 0.983
0.61–0.67 0.639 1592 55.916 2.5 +13.8,-13.0 66.659 0.987
0.67–0.74 0.701 1272 38.423 2.8 +14.8,-14.5 44.212 0.992
0.74–0.81 0.772 722 21.827 3.7 +18.8,-16.3 26.560 0.997
0.81–0.90 0.851 495 11.623 4.5 +16.4,-18.5 14.178 1.002
0.90–1.10 0.966 324 3.379 5.6 +22.2,-20.6 4.024 1.012
1.10–1.50 1.168 32 0.158 17.7 +25.3,-22.6 0.210 1.034

Table B.6: Three-jet mass cross section for the 100 region. The number of events is for the rescaled mass. The
nonperturbative correction is already included in the theory cross section.
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C Three-jet Event Display

Many events contain at least three jets. Not that many are visually interest-
ing like the one presented in this Appendix. The selected event, run number
204698, event number 48041857, collected on March 13, 2005 somewhen be-
tween 10:30am and 2:30pm, contains three jets in the central region of the
calorimeter (|y| < 0.8) in a configuration which is called “Mercedes type” due
to the perfect balance of three jets in the transverse plane. The reconstructed
three-jet mass of this event is almost 1 TeV.
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ET scale: 202 GeV

Run 204698 Evt 48041857 

Figure C.1: Transverse (XY) view of the event 204698, 48041857. The inter-
action vertex is located in the center of the picture. Each hit in the silicon
and scintillating fiber detector is presented with red and blue dots. Recon-
structed charged particle tracks with transverse momentum above 0.5 GeV
are shown in black. The outer red and blue bars represent energies deposited
in the electromagnetic and hadronic layers of the calorimeter. The yellow
bar represents the missing transverse energy of the event confirming the nice
balance of the three jets.
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Figure C.2: The so-called lego display showing the energy depositions in
individual calorimeter towers (eta and phi coordinates). Vertical axis corre-
sponds to the transverse energy.
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